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#### Abstract

In this article, we introduce Mallows processes, defined to be continuous-time càdlàg processes with Mallows distributed marginals. We show that such processes exist and that they can be restricted to have certain natural properties. In particular, we prove that there exists regular Mallows processes, defined to have their inversions numbers $\operatorname{Inv}_{j}(\sigma)=|\{i \in[j-1]: \sigma(i)>\sigma(j)\}|$ be independent increasing stochastic processes with jumps of size 1 . We further show that there exists a unique Markov process which is a regular Mallows process. Finally, we study properties of regular Mallows processes and show various results on the structure of these objects. Among others, we prove that the graph structure related to regular Mallows processes looks like an expanded hypercube where we stacked $k$ hypercubes on the dimension $k \in[n]$; we also prove that the first jumping times of regular Mallows processes converge to a Poisson point process.


## 1 Introduction

Write $\mathbb{N}=\{1,2, \ldots\}$ for the set of positive integers and let $\mathcal{S}_{n}$ be the set of permutations on $[n]=$ $\{1,2, \ldots, n\}$. We typically represent a permutation $\sigma \in \mathcal{S}_{n}$ as a sequence of integers $(\sigma(1), \ldots, \sigma(n))$, so for example, the permutation $(3,1,4,2)$ sends 1 to 3,2 to 1,3 to 4 and 4 to 2 . It is also useful to have more succinct notations for transpositions, so for $i \neq j$, we write $(i j)$ for the transposition sending $i$ to $j$ and $j$ to $i$. Given two permutations $\sigma, \sigma^{\prime} \in \mathcal{S}_{n}$, write $\sigma \cdot \sigma^{\prime}$ for the composed permutation defined by $\sigma \cdot \sigma^{\prime}(i)=\sigma\left(\sigma^{\prime}(i)\right)$.

For $q \in[0, \infty)$, the Mallows distribution [28] with parameters $n$ and $q$ is the probability measure $\pi_{n, q}$ on $\mathcal{S}_{n}$ defined by

$$
\pi_{n, q}(\sigma)=\frac{q^{\operatorname{Inv}(\sigma)}}{Z_{n, q}}
$$

where $\operatorname{Inv}(\sigma)=|\{i<j: \sigma(i)>\sigma(j)\}|$ is the number of inversions of $\sigma$, and $Z_{n, q}=\prod_{k=1}^{n}\left(\sum_{\ell=0}^{k-1} q^{\ell}\right)$ is a normalizing constant. Furthermore, write $\operatorname{Inv}_{j}(\sigma)=|\{i \in[j-1]: \sigma(i)>\sigma(j)\}|$ for the number of inversions of $\sigma$ created by $\sigma(j)$, implying that $\operatorname{Inv}(\sigma)=\sum_{j=1}^{n} \operatorname{Inv}_{j}(\sigma)$ and that $0 \leq \operatorname{Inv}_{j}(\sigma) \leq j-1$. Finally, if $\sigma$ is $\pi_{n, q^{-}}$-distributed and $\sigma^{\prime}$ is $\pi_{n, q^{\prime}}$-distributed with $q \leq q^{\prime}$, note that $\operatorname{Inv}(\sigma)$ is stochastically dominated by $\operatorname{Inv}\left(\sigma^{\prime}\right)$, and so is $\operatorname{Inv}_{j}(\sigma)$ by $\operatorname{Inv}_{j}(\sigma)$ for all $j \in[n]$.

We define a continuous-time Mallows process (or simply Mallows process) to be an $\mathcal{S}_{n}$-valued càdlàg stochastic process $\left(\mathcal{M}_{t}^{n}\right)_{t \in[0, \infty)}$ such that, for all $t \in[0, \infty), \mathcal{M}_{t}^{n}$ is $\pi_{n, t}$-distributed. For simplification, and since it is always clear from context, we drop the superscript $n$ and write $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$.

Given a Mallows process $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ and using the stochastic monotony of $\operatorname{Inv}(\cdot)$ and $\operatorname{Inv}{ }_{j}(\cdot)$, say that it is monotone if, for all $t<t^{\prime}$, we have

$$
\operatorname{Inv}\left(\mathcal{M}_{t}\right) \leq \operatorname{Inv}\left(\mathcal{M}_{t^{\prime}}\right)
$$

and say that it is strongly monotone if furthermore

$$
\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right) \leq \operatorname{Inv}_{j}\left(\mathcal{M}_{t^{\prime}}\right)
$$

for all $j \in[n]$. Moreover, say that $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is smooth if it is strongly monotone and for all $t \in(0, \infty)$, we have

$$
\operatorname{Inv}\left(\mathcal{M}_{t}\right) \leq \operatorname{Inv}\left(\mathcal{M}_{t-}\right)+1
$$

Finally say that it has independent inversions if the processes $\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$ are independent over $j \in[n]$.

In this work we are mainly interested in defining and studying regular Mallows processes, defined to be smooth Mallows processes with independent inversions. Our first result states that regular Mallows processes exist and that there is a unique such process with the Markov property.

Theorem 1.1. Fix $n \in \mathbb{N}$. There exists a unique càdlàg Markov process $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ on $\mathcal{S}_{n}$ which is a regular Mallows process.

The proof of Theorem 1.1 can be found in Section 2.2; it boils down to showing that $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is characterized by the processes $\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$ for $j \in[n]$, and that such processes are timeinhomogeneous birth processes with a well-defined generator. For the rest of the paper, we refer to this unique process as the birth Mallows process, since it will be defined using its birth processes.

Given a Mallows process $\mathcal{M}=\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$, let $\mathcal{G}_{\mathcal{M}}=\left(\mathcal{S}_{n}, E\left(\mathcal{G}_{\mathcal{M}}\right)\right)$ be the undirected transition graph of $\mathcal{M}$ whose edge set is defined by

$$
E\left(\mathcal{G}_{\mathcal{M}}\right):=\left\{\left(\sigma, \sigma^{\prime}\right): \mathbb{P}\left(\exists t \in(0, \infty), \mathcal{M}_{t-}=\sigma, \mathcal{M}_{t}=\sigma^{\prime}\right)>0\right\}
$$

In other words, $\left(\sigma, \sigma^{\prime}\right) \in E\left(\mathcal{G}_{\mathcal{M}}\right)$ if and only if it is possible for $\mathcal{M}$ to directly transition from $\sigma$ to $\sigma^{\prime}$. For any graph $\mathcal{G}=\left(\mathcal{S}_{n}, E(\mathcal{G})\right)$, consider its generator defined by

$$
\langle\mathcal{G}\rangle:=\left\{\sigma^{-1} \cdot \sigma^{\prime}:\left(\sigma, \sigma^{\prime}\right) \in E(\mathcal{G})\right\}
$$

so $\tau \in\langle\mathcal{G}\rangle$ if and only if $\mathcal{G}$ contains at least one edge of the form $(\sigma, \sigma \cdot \tau)$. Write $\mathcal{T}=\{(i j): i \neq j\}$ for the set of transpositions and $\mathcal{T}^{a}=\{(i i+1): i \in[n-1]\} \subset \mathcal{T}$ for the set of adjacent transpositions. Our next theorem controls the structure of $\mathcal{G}_{\mathcal{M}}$, and in particular the permutations that belong to the generator $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle$ when $\mathcal{M}$ is a smooth Mallows process. Let $\mathcal{H}_{n}=\left(\mathcal{S}_{n}, E\right)$ be the expanded hypercube of size $n$ defined by

$$
E=\left\{\left(\sigma, \sigma^{\prime}\right): \sum_{j=1}^{n}\left|\operatorname{Inv}_{j}(\sigma)-\operatorname{Inv}_{j}\left(\sigma^{\prime}\right)\right|=1\right\}
$$

The reason for naming this graph the expanded hypercube comes from its structure. Indeed, this graph is isomorphic to $\mathcal{G}=(V, E)$ defined by

$$
V=\left\{\left(x_{1}, \ldots, x_{n}\right): \forall i \in[n], 0 \leq x_{i}<i\right\}
$$

and

$$
E=\left\{\left(x, x^{\prime}\right) \in V^{2}: \sum_{j=1}^{n}\left|x_{j}-x_{j}^{\prime}\right|=1\right\}
$$

the latter graph can be seen as a hypercube expanded $k$ times in dimension $k$. A representation of $\mathcal{H}_{n}$ for $n \in\{2,3,4\}$ can be found in Figure 1. The fact that $\mathcal{H}_{n}$ and $\mathcal{G}$ are isomorphic follows by considering the image of $\mathcal{H}_{n}$ under the map $\Phi$, defined in Section 2.1, and corresponding to the Lehmer code of the permutation [25, 27].

We now use $\mathcal{T}, \mathcal{T}^{a}$, and $\mathcal{H}_{n}$ to characterize the structure of $\mathcal{G}_{\mathcal{M}}$ and of $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle$ when $\mathcal{M}$ is a smooth Mallows process. The proof of the next theorem appears in Section 3.1.


Figure 1: A visual representation of the expanded hypercubes $\mathcal{H}_{2}, \mathcal{H}_{3}$, and $\mathcal{H}_{4}$. Using these figures, $\mathcal{H}_{n}$ can be seen as a stack of hypercubes where each dimension $k \in[n]$ has $k$ hypercubes on top of each other.

Theorem 1.2. Let $\mathcal{M}=\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ be a smooth Mallows process. Then $\mathcal{G}_{\mathcal{M}}$ is a subgraph of $\mathcal{H}_{n}$ and

$$
\mathcal{T}^{a} \subset\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle \subset \mathcal{T}
$$

Moreover, if $\mathcal{M}$ is regular, then

$$
\mathcal{G}_{\mathcal{M}}=\mathcal{H}_{n},
$$

and $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle=\left\langle\mathcal{H}_{n}\right\rangle=\mathcal{T}$.
Consider now a monotone Mallows process $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$. Since $\left(\operatorname{Inv}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$ is a jump process, we will be considering its jumping times $T_{1}, \ldots, T_{\binom{n}{2}}$ defined as follows. For any $0 \leq k \leq\binom{ n}{2}$, let

$$
T_{k}:=\inf \left\{t \in[0, \infty): \operatorname{Inv}\left(\mathcal{M}_{t}\right) \geq k\right\}
$$

Note that, without further assumptions, it is possible to have $T_{k-1}=T_{k}$ for some $k \geq 1$. The next results characterizes the asymptotic behaviour of the early jumping times.

Theorem 1.3. Let $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ be a monotone Mallows process and $T_{1}, \ldots, T_{\binom{n}{2}}$ be its jumping times. Then for any fixed $k \in \mathbb{N}$, as $n$ tends to infinity, we have

$$
n T_{k} \xrightarrow{d} \operatorname{GAMMA}(k, 1) .
$$

Moreover, if $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is regular, then

$$
\left(n T_{1}, \ldots, n T_{k}\right) \xrightarrow{d} P P_{k}(1),
$$

where $P P_{k}(\lambda)$ is the distribution of the first $k$ points of a homogeneous Poisson point process on $[0, \infty)$ with rate $\lambda$.

The proof of Theorem 1.3 can be found in Section 3.2, and boils down to first using the relation between number of jumps and inversion numbers in a monotone process, then showing that the first $k$ jumps of a regular Mallows process occur for distinct inversion numbers, making them independent
of each other. It is worth noting that Theorem 1.3 does not assume that $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is a Markov process.

The rest of this work is organized as follows. In Section 2 we give useful tools to construct regular Mallows processes and, in particular, define and prove the uniqueness of the birth Mallows process, hence proving Theorem 1.1. Section 2 also defines another interesting Mallows process which is not a Markov process and which we call the uniform Mallows process; in particular, this process is defined as a function of only $n$ independent uniform random variables, implying that the amount of information necessary to generate it or known at a certain time can be computed. In Section 3 we establish various properties of Mallows processes and prove Theorems 1.2 and 1.3. Section 3 also contains a sub-section dedicated to properties of the amount of information related to the uniform Mallows process. Finally, we conclude this work with Section 4 containing a list of open problems and conjectures related to these newly defined Mallows processes, and in particular further properties we expect the birth Mallows process to have.

### 1.1 Related work

The Mallows distribution of permutations was first introduced by C.L. Mallows [28] in the context of ranking theory. The study of its structural properties has gained a lot of interest in recent years and now contains literature related to various topics. Among the properties of these models that have attracted the most attention, it is worth mentioning the length of longest increasing subsequences [6, 8, 24, 29] as well as the cycle and subsequence structure $[10,18,22,30,31]$, substantially studied over the last decade. Other works studying exchangeability [20, 19], random matchings [4], binary search trees [1], and colourings [23] have led to interesting insights on properties of these random permutations. Finally, Mallows permutations have found themselves as a useful model for various applications, such as convergence to stationarity [7, 13], statistical physics [33, 34], or even statistical learning [35] and genomics [17].

## 2 Constructing regular Mallows process

In this section, we provide a natural framework for constructing regular Mallows processes and prove Theorem 1.1.

### 2.1 An important bijection

Consider first the set $\mathcal{E}_{n}$ defined by

$$
\mathcal{E}_{n}=\left\{\left(I_{1}, \ldots, I_{n}\right): \forall j \in[n], 0 \leq I_{j} \leq j-1\right\}
$$

and let

$$
\begin{aligned}
\Phi: \mathcal{E}_{n} & \longrightarrow \mathcal{S}_{n} \\
I & \longmapsto \sigma,
\end{aligned}
$$

be the unique bijection between $\mathcal{E}_{n}$ and $\mathcal{S}_{n}$ such that $I_{j}=\operatorname{Inv}_{j}(\sigma)$. A simple way to generate $\Phi$ is by defining $[n] \backslash\{\sigma(n), \ldots, \sigma(k+1)\}=\left\{x_{1}<\ldots<x_{k}\right\}$ and setting $\sigma(k)=x_{k-I_{k}}$ (see [9] for further details). This bijection shows to be an efficient way to easily generate Mallows permutations and Mallows processes, as shown in the next two propositions.

Proposition 2.1 ([31]). Fix $n \in \mathbb{N}$ and $q \in[0, \infty)$. Let $I=\left(I_{1}, \ldots, I_{n}\right) \in \mathcal{E}_{n}$ be a random sequence such that the different entries of $I$ are independent and, for all $j \in[n]$, for all $0 \leq k \leq j-1$, we have

$$
\mathbb{P}\left(I_{j}=k\right)=\frac{q^{k}}{\sum_{\ell=0}^{j-1} q^{\ell}}
$$

Then $\Phi(I)$ is $\pi_{n, q}$-distributed.
With this proposition, it becomes easy to generate regular Mallows processes, as stated in the following proposition.

Proposition 2.2. Fix $n \in \mathbb{N}$. Let $(I(t))_{t \in[0, \infty)}=\left(I_{1}(t), \ldots, I_{n}(t)\right)_{t \in[0, \infty)}$ be a càdlàg process taking values in $\mathcal{E}_{n}$ such that the coordinate processes $\left\{\left(I_{j}(t)\right)_{t \in[0, \infty)}, j \in[n]\right\}$ are independent and, for all $j \in[n]$ and $0 \leq k \leq j-1$, we have

$$
\mathbb{P}\left(I_{j}(t)=k\right)=\frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}}
$$

Then $(\Phi(I(t)))_{t \in[0, \infty)}$ is a Mallows process with independent inversions. Moreover, if the processes $\left(I_{j}(t)\right)_{t \in[0, \infty)}$ are increasing, then $(\Phi(I(t)))_{t \in[0, \infty)}$ is a strongly monotone Mallows process. Finally, if additionally the increments of the processes $\left(I_{j}(t)\right)_{t \in[0, \infty)}$ are of size 1 , then $(\Phi(I(t)))_{t \in[0, \infty)}$ is a regular Mallows process.

Proof. Write $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}=(\Phi(I(t)))_{t \in[0, \infty)}$. The fact that $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is a Mallows process simply follows from applying Proposition 2.1. Similarly, if the processes $\left(I_{j}(t)\right)_{t \in[0, \infty)}$ are increasing, then, by the definition of $\Phi,\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is strongly monotone.

Assume now that the processes $\left(I_{j}(t)\right)_{t \in[0, \infty)}$ are increasing with increments of size 1 . To prove that $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is regular, it suffices to show that $\left(\operatorname{Inv}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$ has increments of size 1 .

Let $T_{k}^{j}$ by the $k$-th jumping time of $I_{j}$, that is

$$
T_{k}^{j}=\inf \left\{t:[0, \infty): I_{j}(t) \geq k\right\}
$$

Using our assumption on $\left(I_{j}(t)\right)_{t \in[0, \infty)}$, we know that $T_{1}^{j}<T_{2}^{j}<\ldots<T_{j-1}^{j}$. Moreover, the definition of $T_{k}^{j}$ implies that

$$
\mathbb{P}\left(T_{k}^{j} \leq t\right)=\mathbb{P}\left(I_{j}(t) \geq k\right)=\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}} \sum_{\ell=k}^{j-1} t^{\ell}
$$

so $T_{k}^{j}$ is a continuous random variable. Since the coordinate processes $\left(\left(I_{j}(t)\right)_{t \in[0, \infty)}, j \in[n]\right)$ are independent, it follows that for $j \neq j^{\prime}$ almost surely $T_{k}^{j} \neq T_{k^{\prime}}^{j^{\prime}}$, which implies that all the values $\left\{T_{k}^{j}: j \in[n], k \in[j-1]\right\}$ are almost surely distinct. Using that

$$
\operatorname{Inv}\left(\mathcal{M}_{t}\right)=\left|\left\{1 \leq k<j \leq n: T_{k}^{j} \leq t\right\}\right|
$$

it follows that $\left(\operatorname{Inv}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$ only has increments of size 1 .
Proposition 2.2 is a useful tool for building regular Mallows processes; we develop this in the next section.

### 2.2 Two regular Mallows processes

In this section, we construct two different regular Mallows processes, both based on defining an appropriate process $(I(t))_{t \in[0, \infty)}$ and applying Proposition 2.2. For the rest of this section, fix $n \in \mathbb{N}$.

### 2.2.1 Birth Mallows process

The construction of the (unique) birth Mallows process, is based on the time-inhomogeneous birth processes defined in the following lemma.

Lemma 2.3. Fix $j \in \mathbb{N}$. For any $0 \leq k \leq j-1$ and $t \in[0, \infty)$, let

$$
p_{j}(t, k):=\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}}\left[(k+1) \sum_{\ell=0}^{j-2}(\ell+1) t^{\ell}-j \sum_{\ell=j-k-2}^{j-2}(\ell-j+k+2) t^{\ell}\right] .
$$

Define now the time-inhomogenous birth process $\left(B_{j}(t)\right)_{t \in[0, \infty)}$ by $B_{j}(0)=0$ and infinitesimal rates given by

$$
\mathbb{P}\left(B_{j}(t+h)=k+\ell \mid B_{j}(t)=k\right)= \begin{cases}1-h p_{j}(t, k)+o(h) & \text { if } \ell=0 \\ h p_{j}(t, k)+o(h) & \text { if } \ell=1 \\ o(h) & \text { otherwise }\end{cases}
$$

Then for all $0 \leq k \leq j-1$ and all $t \in[0, \infty)$, we have

$$
\mathbb{P}\left(B_{j}(t)=k\right)=\frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}} .
$$

Proof. First, note that

$$
p_{j}(t, j-1)=\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}}\left[j \sum_{\ell=0}^{j-2}(\ell+1) t^{\ell}-j \sum_{\ell=-1}^{j-2}(\ell+1) t^{\ell}\right]=0
$$

which supports the fact that $B_{j}(t) \leq j-1$. Now, before proving the result, we verify that $p_{j}$ is non-negative, a necessary assumption for this birth process to be well-defined. For $0 \leq k \leq j-2$ and $t \in[0, \infty)$, we have

$$
\begin{aligned}
(k+1) & \sum_{\ell=0}^{j-2}(\ell+1) t^{\ell}-j \sum_{\ell=j-k-2}^{j-2}(\ell-j+k+2) t^{\ell} \\
& =(k+1) \sum_{\ell=0}^{j-k-3}(\ell+1) t^{\ell}+\sum_{\ell=j-k-2}^{j-2}[(k+1)(\ell+1)-j(\ell-j+k+2)] t^{\ell}
\end{aligned}
$$

The first sum is non-negative, and by re-organizing the terms inside the second sum, we have

$$
(k+1)(\ell+1)-j(\ell-j+k+2)=k+1-j(k+2-j)-\ell(j-k-1)
$$

Since $j-k-1 \geq 1>0$, the previous equation is decreasing in $\ell$. Using that $\ell \leq j-2$, it follows that

$$
\begin{aligned}
(k+1)(\ell+1)-j(\ell-j+k+2) & \geq(k+1)(j-2+1)-j(j-2-j+k+2) \\
& =j-k-1>0,
\end{aligned}
$$

proving that $p_{j}(t, k) \geq 0$.
We now want to prove that $B_{j}(t)$ has the desired distribution. To do so, we prove by induction on $k$ that

$$
\mathbb{P}\left(B_{j}(t)=k\right)=\frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}} .
$$

For $k=0$, using that

$$
\mathbb{P}\left(B_{j}(t+h)=0 \mid B_{j}(t)=0\right)=1-h p_{j}(t, 0)+o(h),
$$

we have that

$$
\frac{\partial}{\partial t}\left(\mathbb{P}\left(B_{j}(t)=0\right)\right)=-p_{j}(t, 0) \mathbb{P}\left(B_{j}(t)=0\right)
$$

We solve this equation using that $\mathbb{P}\left(B_{j}(0)=0\right)=1$ and that

$$
p_{j}(t, 0)=\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}} \sum_{\ell=0}^{j-2}(\ell+1) t^{\ell}=\frac{\partial}{\partial t}\left(\log \left(\sum_{\ell=0}^{j-1} t^{\ell}\right)\right)
$$

to obtain

$$
\mathbb{P}\left(B_{j}(t)=0\right)=\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}}
$$

Assume now that for some $0 \leq k \leq j-2$, we have

$$
\mathbb{P}\left(B_{j}(t)=k\right)=\frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}}
$$

Then, the forward equation tells us that

$$
\begin{aligned}
\mathbb{P}\left(B_{j}(t+h)=k+1\right) & =\sum_{\ell=0}^{k+1} \mathbb{P}\left(B_{j}(t+h)=k+1 \mid B_{j}(t)=\ell\right) \mathbb{P}\left(B_{j}(t)=\ell\right) \\
& =\left[1-h p_{j}(t, k+1)\right] \mathbb{P}\left(B_{j}(t)=k+1\right)+h p_{j}(t, k) \frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}}+o(h),
\end{aligned}
$$

from which it follows that

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\mathbb{P}\left(B_{j}(t)=k+1\right)\right)=-p_{j}(t, k+1) \mathbb{P}\left(B_{j}(t)=k+1\right)+p_{j}(t, k) \frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}} \tag{1}
\end{equation*}
$$

Consider the target function for $\mathbb{P}\left(B_{j}(t)=k+1\right)$ :

$$
\begin{equation*}
f(t)=\frac{t^{k+1}}{\sum_{\ell=0}^{j-1} t^{\ell}} \tag{2}
\end{equation*}
$$

Note that

$$
\begin{equation*}
-p_{j}(t, k+1) f(t)+p_{j}(t, k) \frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}}=\frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}}\left[p_{j}(t, k)-t p_{j}(t, k+1)\right] \tag{3}
\end{equation*}
$$

from which, using the definition of $p_{j}$, we obtain

$$
\begin{aligned}
p_{j}(t, k)-t p_{j}(t, k+1)= & \frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}}\left[(k+1) \sum_{\ell=0}^{j-2}(\ell+1) t^{\ell}-j \sum_{\ell=j-k-2}^{j-2}(\ell-j+k+2) t^{\ell}\right] \\
& -\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}}\left[(k+2) \sum_{\ell=0}^{j-2}(\ell+1) t^{\ell+1}-j \sum_{\ell=j-k-3}^{j-2}(\ell-j+k+3) t^{\ell+1}\right]
\end{aligned}
$$

Using that

$$
(k+1) \sum_{\ell=0}^{j-2}(\ell+1) t^{\ell}-(k+2) \sum_{\ell=0}^{j-2}(\ell+1) t^{\ell+1}=-(k+2)(j-1) t^{j-1}+\sum_{\ell=0}^{j-2}(k-\ell+1) t^{\ell}
$$

and that

$$
-j \sum_{\ell=j-k-2}^{j-2}(\ell-j+k+2) t^{\ell}+j \sum_{\ell=j-k-3}^{j-2}(\ell-j+k+3) t^{\ell+1}=j(k+1) t^{j-1}
$$

we obtain

$$
p_{j}(t, k)-t p_{j}(t, k+1)=\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}} \sum_{\ell=0}^{j-1}(k-\ell+1) t^{\ell}
$$

Plug the previous formula into (3) and use the definition of $f$ from (2) to obtain that

$$
-p_{j}(t, k+1) f(t)+p_{j}(t, k) \frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}}=\frac{t^{k}}{\left(\sum_{\ell=0}^{j-1} t^{\ell}\right)^{2}}\left[\sum_{\ell=0}^{j-1}(k+1-\ell) t^{\ell}\right]=f^{\prime}(t)
$$

Note now that this last equation is the same as (1) where the probability $\mathbb{P}\left(B_{j}(t)=k+1\right)$ is replaced by $f(t)$. Using that $f(0)=\mathbb{P}\left(B_{j}(0)=k+1\right)=0$, it follows that $\mathbb{P}\left(B_{j}(t)=k+1\right)=f(t)$ which completes the inductive step. This concludes the proof of the lemma.

Using Lemma 2.3, we can now define the birth Mallows process.
Proposition 2.4. Let $(B(t))_{t \in[0, \infty)}=\left(B_{1}(t), \ldots, B_{n}(t)\right)_{t \in[0, \infty)}$, where $\left(B_{j}(t)\right)_{t \in[0, \infty)}$ is defined as in Lemma 2.3 and let the birth Mallows process be defined by

$$
\left(\mathcal{M}_{t}^{B}\right)_{t \in[0, \infty)}:=(\Phi(B(t)))_{t \in[0, \infty)}
$$

Then $\left(\mathcal{M}_{t}^{B}\right)_{t \in[0, \infty)}$ is a regular Mallows process and a càdlàg Markov process.
Proof. By the definition of $B_{1}, \ldots, B_{n}$ from Lemma 2.3, we know that $(B(t))_{t \in[, \infty)}$ is a càdlàg process of $\mathcal{E}_{n}$ satisfying all conditions of Proposition 2.2. This implies that $\left(\mathcal{M}_{t}^{B}\right)_{t \in[0, \infty)}$ is a regular Mallows process. To see that it is also a Markov process, recall that $\Phi$ is a bijection, meaning that

$$
\left\{\mathcal{M}_{t}^{B}=\sigma\right\}=\left\{B(t)=\Phi^{-1}(\sigma)\right\}=\left\{\left(B_{1}(t), \ldots, B_{n}(t)\right)=\Phi^{-1}(\sigma)\right\}
$$

Now, since all the processes $\left(B_{1}(t)\right)_{t \in[0, \infty)}, \ldots,\left(B_{n}(t)\right)_{t \in[0, \infty)}$ are time-inhomogeneous birth processes, in particular they are Markov processes. This implies that, for any $t_{1}<\ldots<t_{k}<t$ and $\sigma_{1}, \ldots, \sigma_{k}, \sigma \in$ $\mathcal{S}_{n}$, we have

$$
\begin{aligned}
& \mathbb{P}\left(\mathcal{M}_{t}^{B}=\sigma \mid \mathcal{M}_{t_{1}}^{B}=\sigma_{1}, \ldots, \mathcal{M}_{t_{k}}^{B}=\sigma_{k}\right) \\
& \quad=\mathbb{P}\left(B(t)=\Phi^{-1}(\sigma) \mid B\left(t_{1}\right)=\Phi^{-1}\left(\sigma_{1}\right), \ldots, B\left(t_{k}\right)=\Phi^{-1}\left(\sigma_{k}\right)\right) \\
& \quad=\prod_{j=1}^{n} \mathbb{P}\left(B_{j}(t)=\Phi^{-1}(\sigma)_{j} \mid B_{j}\left(t_{1}\right)=\Phi^{-1}\left(\sigma_{1}\right)_{j}, \ldots, B_{j}\left(t_{k}\right)=\Phi^{-1}\left(\sigma_{k}\right)_{j}\right)
\end{aligned}
$$

where the second inequality follows from independence of the coordinate processes of $(B(t))_{t \in[0, \infty)}$. But then, using that these are Markov processes, we obtain

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{M}_{t}^{B}=\sigma \mid \mathcal{M}_{t_{1}}^{B}=\sigma_{1}, \ldots, \mathcal{M}_{t_{k}}^{B}=\sigma_{k}\right) & =\prod_{j=1}^{n} \mathbb{P}\left(B_{j}(t)=\Phi^{-1}(\sigma)_{j} \mid B_{j}\left(t_{k}\right)=\Phi^{-1}\left(\sigma_{k}\right)_{j}\right) \\
& =\mathbb{P}\left(\mathcal{M}_{t}^{B}=\sigma \mid \mathcal{M}_{t_{k}}^{B}=\sigma_{k}\right),
\end{aligned}
$$

which exactly corresponds to the fact that $\left(\mathcal{M}_{t}^{B}\right)_{t \in[0, \infty)}$ is a Markov process.

In order to conclude the proof of Theorem 1.1, it only remains to prove that the birth Mallows process is the unique regular Mallows process which is also a Markov process.

Proof of Theorem 1.1. Thanks to Proposition 2.4, we know that there exists a càdlàg Markov process which is a regular Mallows process.

Conversely, using $\Phi$ as defined in Section 2.1, regular Mallows processes are fully characterized by the processes $\left(\operatorname{Inv}_{1}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)},\left(\operatorname{Inv}_{2}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}, \ldots,\left(\operatorname{Inv}_{n}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$, and since regular Mallows processes have the independent inversion property, these processes are independent jump processes. Moreover, using that a regular Mallows process is by definition smooth, we know that these processes will only jump by increments of 1 . This means that each $\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$ for $j \in[n]$ is a time-inhomogeneous birth process, for which properties of time-homogenous birth process apply by adapting the formulas to incorporate the time parameter (see [21, Section 6.8] for the properties of time-homogeneous birth processes, which naturally extend to time-inhomogenous birth processes). In particular, for any $j \in[n]$, the time-inhomogenous birth process $\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$ is fully characterized by its infinitesimal generator

$$
g_{j}(t, k)=\lim _{h \downarrow 0} \frac{1-\mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t+h}\right)=k \mid \operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)=k\right)}{h}
$$

just like in the case of time-homogeneous processes. Furthermore, these incremental generators $g_{j}$ have to satisfy the forward equation

$$
\frac{\partial}{\partial t}\left(\mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)=k+1\right)\right)=g_{j}(t, k) \mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)=k\right)-g_{j}(t, k+1) \mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)=k+1\right) .
$$

Since the previous equation is the same as (1) with $p_{j}$ replaced by $g_{j}$, it follows that $g_{j}=p_{j}$ for all $j \in[n]$. This proves the uniqueness of such process.

### 2.2.2 Uniform Mallows process

We now define a second Mallows process, referred to as the uniform Mallows process, written $\left(\mathcal{M}_{t}^{U}\right)_{t \in[0, \infty)}$, which is based on using a set of $n$ uniform random variables along with the following lemma.

Lemma 2.5. Fix $j \in \mathbb{N}$ and $u \in(0,1)$, and define a function $f_{j}(\cdot ; u):[0, \infty) \mapsto\{0,1, \ldots, j-1\}$ by

$$
f_{j}(t ; u)=\left\{\begin{array}{ll}
\left\lfloor\frac{\log \left(1-u\left(1-t^{j}\right)\right)}{\log t}\right\rfloor & \text { if } t \notin\{0,1\} \\
0 & \text { if } t=0 \\
\lfloor j u\rfloor & \text { if } t=1
\end{array} .\right.
$$

Then $f_{j}(\cdot ; u)$ is increasing. Moreover, if $U$ is a UNIFORM $([0,1])$ random variable, then for all $0 \leq$ $k \leq j-1$ and all $t \in[0, \infty)$, we have

$$
\mathbb{P}\left(f_{j}(t ; U)=k\right)=\frac{t^{k}}{\sum_{\ell=0}^{j-1} t^{\ell}}
$$

Proof. First of all, consider $\phi(t)=\frac{\log \left(1-u\left(1-t^{j}\right)\right)}{\log t}$. Then we have

$$
\begin{aligned}
\phi^{\prime}(t) & =\frac{1}{(\log t)^{2}}\left[\frac{j u t^{j-1}}{1-u\left(1-t^{j}\right)} \log t-\frac{1}{t} \log \left(1-u\left(1-t^{j}\right)\right)\right] \\
& =\frac{1}{t(\log t)^{2}}\left[\frac{u t^{j}}{1-u\left(1-t^{j}\right)} \log \left(t^{j}\right)-\log \left(1-u\left(1-t^{j}\right)\right)\right] .
\end{aligned}
$$

Now, by the concavity of log, we know that

$$
\lambda \log \frac{1}{x}+(1-\lambda) \log \frac{1}{y} \geq \log \left(\frac{1}{\lambda x+(1-\lambda) y}\right)
$$

Apply this formula with $\lambda=\frac{u t^{j}}{1-u\left(1-t^{j}\right)}, x=\frac{1}{t^{j}}$ and $y=1$ to obtain

$$
\frac{u t^{j}}{1-u\left(1-t^{j}\right)} \log \left(t^{j}\right) \geq \log \left(\frac{1}{\frac{u}{1-u\left(1-t^{j}\right)}+\frac{1-u}{1-u\left(1-t^{j}\right)}}\right)=\log \left(1-u\left(1-t^{j}\right)\right)
$$

which proves that $\phi^{\prime}(t) \geq 0$. This proves that $f_{j}(\cdot ; u)$ is increasing on $(0,1)$ and on $(1, \infty)$. To conclude the proof of the first claim of the lemma, note that $f_{j}(\cdot ; u)$ is also continuous at 0 and 1 .

For the second part of the lemma, first note that the statement holds for $t=0$ and $t=1$. Then, for $t>0$ with $t \neq 1$, and for all $0 \leq k \leq j-1$, we have

$$
\begin{aligned}
\mathbb{P}\left(f_{j}(t ; U)=k\right) & =\mathbb{P}\left(k \leq \frac{\log \left(1-U\left(1-t^{j}\right)\right)}{\log t}<k+1\right) \\
& =\mathbb{P}\left(\frac{t^{k}-1}{t^{j}-1} \leq U<\frac{t^{k+1}-1}{t^{j}-1}\right) \\
& =\frac{t^{k}(t-1)}{t^{j}-1}
\end{aligned}
$$

which is the desired formula. This concludes the proof of the proposition.
Using this lemma, we now define the uniform Mallows process.
Definition 2.6. Let $U_{1}, \ldots, U_{n}$ be a set of $n$ independent Uniform $([0,1])$ random variables and let $I(t)=\left(f_{1}\left(t ; U_{1}\right), \ldots, f_{n}\left(t ; U_{n}\right)\right)$, where $f_{1}, \ldots, f_{n}$ are as in Lemma 2.5. Then the uniform Mallows process is defined by $\left(\mathcal{M}_{t}^{U}\right)_{t \in[0, \infty)}=(\Phi(I(t)))_{t \in[0, \infty)}$.

Thanks to Lemma 2.5 and Proposition 2.2, the process $\left(\mathcal{M}_{t}^{U}\right)_{t \in[0, \infty)}$ is a regular Mallows process. However, this process is not a Markov process. Its properties will be further explored in Section 3.3.

## 3 Properties of regular Mallows processes

In this section, we prove Theorem 1.2 and 1.3, and study further properties of the uniform Mallows process from Definition 2.6.

### 3.1 Transition graph

We start by proving our results regarding the graph structure of smooth and regular Mallows processes.
Proof of Theorem 1.2. The first part of the proof addresses the case where $\mathcal{M}$ is smooth; the second part proves the assertions of the theorem for regular $\mathcal{M}$. Recall from Section 2.1 that for any $I \in \mathcal{E}_{n}$ and for $\sigma=\Phi(I)$, the values $\sigma(n), \ldots, \sigma(1)$ can be recursively constructed by letting

$$
\begin{equation*}
[n] \backslash\{\sigma(n), \ldots, \sigma(j+1)\}=\left\{x_{1}<\ldots<x_{j}\right\} \tag{4}
\end{equation*}
$$

and by setting $\sigma(j)=x_{j-I_{j}}$.
For the first part of this proof, assume that $\mathcal{M}=\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is a smooth Mallows process. Note that the definition of the expanded hypercube directly implies that $\mathcal{G}_{\mathcal{M}}$ is a subgraph of $\mathcal{H}$, since every jump of $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ corresponds to an increment of exactly one of its inversion numbers by 1 , and by definition every such increment corresponds to an edge of $\mathcal{H}_{n}$.

We now prove that $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle \subset \mathcal{T}$. Since $\mathcal{G}_{\mathcal{M}}$ is a subgraph of $\mathcal{H}_{n}$, it suffices to prove that the generator of $\mathcal{H}_{n}$ is a subset of $\mathcal{T}$. Using the definition of $\mathcal{H}_{n}$, the previous statement can be equivalently re-stated as follows. For any $I=\left(I_{1}, \ldots, I_{n}\right) \in \mathcal{E}_{n}$ and any $\ell \in[n]$ such that $I_{\ell}<\ell-1$, let $I^{\prime}=\left(I_{1}^{\prime}, \ldots, I_{n}^{\prime}\right) \in \mathcal{E}_{n}$ be defined by $I_{j}^{\prime}=I_{j}$ for $j \neq \ell$, and $I_{\ell}^{\prime}=I_{\ell}+1$. Then $\Phi\left(I^{\prime}\right) \cdot(\Phi(I))^{-1}$ is a transposition. We now prove that this second and equivalent statement holds.

Let $I$ and $I^{\prime}$ be defined as above and let $\sigma=\Phi(I)$ and $\sigma^{\prime}=\Phi\left(I^{\prime}\right)$. Let us try to understand the relation between $\sigma$ and $\sigma^{\prime}$. Using the characterization of $\Phi$ we gave at the beginning of the proof, it is easy to verify that $\sigma(j)=\sigma^{\prime}(j)$ for all $j>\ell$, since $I_{j}=I_{j}^{\prime}$. Now, at step $\ell$, we have

$$
[n] \backslash\{\sigma(\ell+1), \ldots, \sigma(n)\}=[n] \backslash\left\{\sigma^{\prime}(\ell+1), \ldots, \sigma^{\prime}(n)\right\}=\left\{x_{1}<\ldots<x_{\ell}\right\}
$$

By definition, we then have $\sigma(\ell)=x_{\ell-I_{\ell}}$ and $\sigma^{\prime}(\ell)=x_{\ell-I_{\ell}^{\prime}}=x_{\ell-I_{\ell}-1}$. From this, it follows that

$$
\begin{aligned}
{[n] \backslash\{\sigma(\ell), \ldots, \sigma(n)\} } & =([n] \backslash\{\sigma(\ell+1), \ldots, \sigma(n)\}) \backslash\left\{x_{\ell-I_{\ell}}\right\} \\
& =\left\{x_{1}<\ldots<x_{\ell-I_{\ell}-2}<x_{\ell-I_{\ell}-1}<x_{\ell-I_{\ell}+1}<\ldots<x_{\ell}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
{[n] \backslash\left\{\sigma^{\prime}(\ell), \ldots, \sigma^{\prime}(n)\right\} } & =([n] \backslash\{\sigma(\ell+1), \ldots, \sigma(n)\}) \backslash\left\{x_{\ell-I_{\ell}-1}\right\} \\
& =\left\{x_{1}<\ldots<x_{\ell-I_{\ell}-2}<x_{\ell-I_{\ell}}<x_{\ell-I_{\ell}+1}<\ldots<x_{\ell}\right\}
\end{aligned}
$$

Since $I_{\ell-1}=I_{\ell-1}^{\prime}$ two cases follow. Either $I_{\ell-1}=I_{\ell-1}^{\prime}=I_{\ell}$ and then $\sigma(\ell-1)=x_{\ell-I_{\ell}-1}$ and $\sigma^{\prime}(\ell-1)=x_{\ell-I_{\ell}}$, meaning that $\sigma(\ell-1)=\sigma^{\prime}(\ell)$ and $\sigma^{\prime}(\ell-1)=\sigma(\ell)$; or $I_{\ell-1}=I_{\ell-1}^{\prime} \neq I_{\ell}$, and then $\sigma(\ell-1)=\sigma^{\prime}(\ell-1)$. In this second case, we have that

$$
[n] \backslash\{\sigma(\ell-1), \ldots, \sigma(n)\}=\left\{x_{1}<\ldots<x_{\ell-I_{\ell-1}}<x_{\ell-I_{\ell}+1}<\ldots<x_{\ell}\right\} \backslash\{\sigma(\ell-1)\}
$$

and that

$$
[n] \backslash\left\{\sigma^{\prime}(\ell-1), \ldots, \sigma^{\prime}(n)\right\}=\left\{x_{1}<\ldots<x_{\ell-I_{\ell}-2}<x_{\ell-I_{\ell}}<\ldots<x_{\ell}\right\} \backslash\{\sigma(\ell-1)\}
$$

By applying the same argument as before, depending on the value of $I_{\ell-2}=I_{\ell-2}^{\prime}$, we obtain that either $\sigma(\ell-2)=x_{\ell-I_{\ell}-1}=\sigma^{\prime}(\ell)$ and $\sigma^{\prime}(\ell-2)=x_{\ell-I_{\ell}}=\sigma(\ell)$, or $\sigma(\ell-2)=\sigma^{\prime}(\ell-2) \notin\left\{x_{\ell-I_{\ell}}, x_{\ell-I_{\ell}-1}\right\}$. By repeating this argument, it follows that there exists $i \in[\ell-1]$ such that $\sigma(\ell-i)=\sigma^{\prime}(\ell), \sigma^{\prime}(\ell-i)=\sigma(\ell)$, and for all $\ell-i<j<\ell, \sigma(j)=\sigma^{\prime}(j)$. Note that we necessarily have that $i \leq \ell-1$ since, in the case where $i>\ell-2$, then $\sigma(j)=\sigma^{\prime}(j)$ for all $\ell-i<j<\ell$. Now, using that $\ell-i \leq 1$, it follows that $\sigma(j)=\sigma^{\prime}(j)$ for all $2 \leq j<\ell$; but we also know that this equality holds for all $j>\ell$ and then, since $\sigma$ and $\sigma^{\prime}$ are permutation and since $\sigma(\ell) \neq \sigma^{\prime}(\ell)$, it follows that $\sigma(1)=\sigma^{\prime}(\ell)$ and $\sigma(\ell)=\sigma^{\prime}(1)$, hence $i=\ell-1$. Write now $k=\ell-i$ and note that

$$
[n] \backslash\{\sigma(k), \ldots, \sigma(n)\}=[n] \backslash\left\{\sigma^{\prime}(k), \ldots, \sigma^{\prime}(n)\right\}
$$

and that, for all $j<k$, we have $I_{j}=I_{j}^{\prime}$. These two statement along with the description of $\Phi$ given in (4) imply that $\sigma(j)=\sigma^{\prime}(j)$ for all $j<k$. This shows that, for all $j \notin\{k, \ell\}, \sigma(j)=\sigma^{\prime}(j)$, and that $\sigma(\ell)=\sigma^{\prime}(k)$ and $\sigma(k)=\sigma^{\prime}(\ell)$. This is equivalent to saying that $\sigma^{\prime}$ is obtained from $\sigma$ by transposing $k$ and $\ell$, or in other words, that $\sigma^{\prime}=\sigma \cdot(k \ell)$. This proves that $\left\langle\mathcal{H}_{n}\right\rangle \subset \mathcal{T}$, hence showing that $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle \subset \mathcal{T}$.

We now prove that $\mathcal{T}^{a} \subset\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle$. Note first that $\mathcal{T}^{a}=\left\{\sigma \in \mathcal{S}_{n}: \operatorname{Inv}(\sigma)=1\right\}$. Suppose that $\mathcal{T}^{a} \backslash\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle \neq \emptyset$ and consider $\tau \in \mathcal{T}^{a} \backslash\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle$. By the definition of $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle$ and $\mathcal{G}_{\mathcal{M}}$, we have

$$
\mathbb{P}\left(\mathcal{M}_{t}=\tau\right)=\mathbb{P}\left(\mathcal{M}_{t}=\tau, \exists u>0: \mathcal{M}_{u-}=\operatorname{id}, \mathcal{M}_{u}=\tau\right) \leq \mathbb{P}\left(\exists u>0: \mathcal{M}_{u-}=\mathrm{id}, \mathcal{M}_{u}=\tau\right)=0
$$

However, the first probability on the left is non-zero whenever $t>0$, creating a contradiction. Hence $\mathcal{T}^{a} \subset\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle$

We now move on to the second part of the proof and prove that if $\mathcal{M}$ is a regular Mallows process, then $\mathcal{G}_{\mathcal{M}}=\mathcal{H}_{n}$ and $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle=\left\langle\mathcal{H}_{n}\right\rangle=\mathcal{T}$. We start by proving that $\mathcal{G}_{\mathcal{M}}=\mathcal{H}_{n}$. Since we already proved that $\mathcal{G}_{\mathcal{M}}$ is a subgraph of $\mathcal{H}_{n}$, it suffices to show that $\mathcal{H}_{n}$ is a subgraph of $\mathcal{G}_{\mathcal{M}}$.

Consider $\left(\sigma, \sigma^{\prime}\right) \in E\left(\mathcal{H}_{n}\right)$ and order $\sigma$ and $\sigma^{\prime}$ so that $\operatorname{Inv}\left(\sigma^{\prime}\right)=\operatorname{Inv}(\sigma)+1 ;$ write $I=\left(I_{1}, \ldots, I_{n}\right)=$ $\Phi^{-1}(\sigma)$ and $I^{\prime}=\left(I_{1}^{\prime}, \ldots, I_{n}^{\prime}\right)=\Phi^{-1}\left(I^{\prime}\right)$. Using the definition of $\mathcal{H}_{n}$, we know that there exists $\ell \in[n]$
such that $I_{j}^{\prime}=I_{j}$ for all $j \neq \ell$ and $I_{\ell}^{\prime}=I_{\ell}+1$. For $j \in[n]$, write $\left(T_{k}^{j}\right)_{k \in[j-1]}$ for the jumping times of $\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$, so

$$
T_{k}^{j}=\inf \left\{t \in[0, \infty): \operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right) \geq k\right\}
$$

For convenience, set $T_{0}^{j}=0$ and $T_{k}^{j}=\infty$ for $k \geq j$. Note that the processes $\left(\left(T_{k}^{j}\right)_{k \in[j-1]}\right)_{j \in[n]}$ are mutually independent and all have continuous distributions. Consider now the following event

$$
E=\left\{\max \left\{T_{I_{j}}^{j}: j \in[n]\right\}<T_{I_{\ell+1}}^{\ell}<\min \left\{T_{I_{j}+1}^{j}: j \neq \ell\right\}\right\}
$$

To understand the role of $E$, let us first show that, if $\mathbb{P}(E)>0$, then $\left(\sigma, \sigma^{\prime}\right) \in E\left(\mathcal{G}_{\mathcal{M}}\right)$ (we will later prove that $\mathbb{P}(E)>0)$. Assume that $E$ holds. Then we can find $t>0$ so that

$$
\max \left\{T_{I_{j}}^{j}: j \in[n]\right\}<t<T_{I_{\ell+1}}^{\ell}<\min \left\{T_{I_{j}+1}^{j}: j \neq \ell\right\} .
$$

Now, at time $t$, we have that $\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)=I_{j}$ for all $j \in[n]$ since $T_{I_{j}}^{j}<t<T_{I_{j}+1}^{j}$, implying that $\mathcal{M}_{t}=\Phi(I)=\sigma$. Then, at time $T_{I_{\ell}+1}^{\ell}$, the $\ell$-th inversion number of $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ jumps to $I_{j}+1$, while no other coordinate jumps, which yields that $\mathcal{M}_{T_{I_{\ell}+1}^{\ell}}=\Phi\left(I^{\prime}\right)=\sigma^{\prime}$. Since there is no jump between $t$ and $T_{I_{\ell}+1}^{\ell}$, this implies that

$$
\begin{equation*}
\mathbb{P}\left(\exists t \in(0, \infty): \mathcal{M}_{t-}=\sigma, \mathcal{M}_{t}=\sigma^{\prime}\right) \geq \mathbb{P}(E) \tag{5}
\end{equation*}
$$

Hence, under the assumption that $\mathbb{P}(E)>0$, it follows that $\left(\sigma, \sigma^{\prime}\right) \in E\left(\mathcal{G}_{\mathcal{M}}\right)$.
We now prove that $\mathbb{P}(E)>0$. We first prove by induction that, for any subset $J \subset[n]$, we have

$$
\mathbb{P}\left(\max \left\{T_{I_{j}}^{j}: j \in J\right\}<\min \left\{T_{I_{j}+1}^{j}: j \in J\right\}\right)>0
$$

This holds if $|J|=1$ since $\mathcal{M}$ is regular, meaning that there are no two jumps at the same time. Now assume that the statement holds for all sets of size $k-1$ and let $J \subset[n]$ be of size $k$. Let $J^{\prime}$ be any subset of $J$ of size $k-1$ and write $i=J \backslash J^{\prime}$. By the induction hypothesis, we know that

$$
\mathbb{P}\left(\max \left\{T_{I_{j}}^{j}: j \in J^{\prime}\right\}<\min \left\{T_{I_{j}+1}^{j}: j \in J^{\prime}\right\}\right)>0
$$

But then, since $T_{I_{i}}^{i}$ is independent of $\left(\left(T_{k}^{j}\right)_{0 \leq k \leq j}\right)_{j \in J^{\prime}}$ and is continuously distributed, we have that

$$
\mathbb{P}\left(\max \left\{T_{I_{j}}^{j}: j \in J^{\prime}\right\}<T_{I_{i}}^{i}<\min \left\{T_{I_{j}+1}^{j}: j \in J^{\prime}\right\} \mid\left(\left(T_{k}^{j}\right)_{0 \leq k \leq j}\right)_{j \in J^{\prime}}\right)>0
$$

Since we have that $T_{I_{i}}^{i}<T_{I_{i}+1}^{i}$ by assumption, it follows that

$$
\mathbb{P}\left(\max \left\{T_{I_{j}}^{j}: j \in J\right\}<\min \left\{T_{I_{j}+1}^{j}: j \in J\right\}\right)>0
$$

verifying the inductive step. But now, using a similar argument as the one to go from $J^{\prime}$ to $J$, applied with $J^{\prime}=[n] \backslash\{\ell\}$ to $I^{\prime}$, we have that

$$
\mathbb{P}\left(\max \left\{T_{I_{j}^{\prime}}^{j}: j \neq \ell\right\}<T_{I_{\ell}^{\prime}}^{\ell}<\min \left\{T_{I_{j}^{\prime}+1}^{j}: j \neq \ell\right\} \mid\left(\left(T_{k}^{j}\right)_{0 \leq k \leq j}\right)_{j \neq \ell}\right)>0
$$

Since $I_{j}^{\prime}=I_{j}$ for $j \neq \ell$ and $I_{\ell}^{\prime}=I_{\ell}+1$, it follows that

$$
\mathbb{P}\left(\max \left\{T_{I_{j}}^{j}: j \neq \ell\right\}<T_{I_{\ell}+1}^{\ell}<\min \left\{T_{I_{j}+1}^{j}: j \neq \ell\right\} \mid\left(\left(T_{k}^{j}\right)_{0 \leq k \leq j}\right)_{j \neq \ell}\right)>0
$$

which, combined with our previous result applied to $J=[n] \backslash\{\ell\}$

$$
\mathbb{P}\left(\max \left\{T_{I_{j}}^{j}: j \neq \ell\right\}<\min \left\{T_{I_{j}+1}^{j}: j \neq \ell\right\}\right)>0
$$

leads to $\mathbb{P}(E)>0$. Combining $\mathbb{P}(E)>0$ with (5) and the fact that $\left(\sigma, \sigma^{\prime}\right) \in E\left(\mathcal{H}_{n}\right)$ was arbitrary yields that $\mathcal{H}_{n}$ is a subgraph of $\mathcal{G}_{\mathcal{M}}$.

We conclude this proof by proving that $\left\langle\mathcal{H}_{n}\right\rangle=\mathcal{T}$. Since we know that $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle \subset \mathcal{T}$ and that $\mathcal{G}_{\mathcal{M}}=\mathcal{H}_{n}$ which implies that $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle=\left\langle\mathcal{H}_{n}\right\rangle$, it suffices to show that $\mathcal{T} \subset\left\langle\mathcal{H}_{n}\right\rangle$. Let $(i j) \in \mathcal{T}$ be such that $i<j$. We now prove that there exists $\sigma \in \mathcal{S}_{n}$ such that $(\sigma, \sigma \cdot(i j)) \in E\left(\mathcal{H}_{n}\right)$.

Fix $I=\left(I_{j}\right)_{j \in[n]} \in \mathcal{E}_{n}$ such that $I_{j}=j-i-1<j-1$ and that $I_{k}=0$ for $k \neq j$. Let $I^{\prime}=\left(I_{j}^{\prime}\right)_{j \in[n]} \in \mathcal{E}_{n}$ be such that $I_{k}^{\prime}=I_{k}=0$ for $k \neq j$ and that $I_{j}^{\prime}=I_{j}+1=j-i \leq j-1$. From the definition of $\mathcal{H}_{n}$, we know that $\left(\Phi(I), \Phi\left(I^{\prime}\right)\right) \in E\left(\mathcal{H}_{n}\right)$. It now only remains to prove that $\Phi\left(I^{\prime}\right)=\Phi(I) \cdot(i j)$. Using the definition of $\Phi$, in particular the constructive definition of $\Phi$ given by (4), we have that

$$
\begin{align*}
\Phi(I)(k) & = \begin{cases}k & \text { if } k \leq i \text { or } k>j \\
i+1 & \text { if } k=j \\
k+1 & \text { otherwise }\end{cases}  \tag{6}\\
& =(1, \ldots, i-1, \boldsymbol{i}, i+2, i+3, \ldots, j-1, j, \boldsymbol{i}+\mathbf{1}, j+1, \ldots, n)
\end{align*}
$$

and that

$$
\begin{align*}
\Phi\left(I^{\prime}\right)(k) & = \begin{cases}k & \text { if } k<i \text { or } k>j \\
i & \text { if } k=j \\
k+1 & \text { otherwise }\end{cases}  \tag{7}\\
& =(1, \ldots, i-1, \boldsymbol{i}+\mathbf{1}, i+2, i+3, \ldots, j-1, j, \boldsymbol{i}, j+1, \ldots, n) .
\end{align*}
$$

Indeed, the only cause of non-zero inversion number of $\Phi(I)$ comes from the value $i+1$ being found at position $j$, creating $j-i-1$ inversions, and the only cause of non-zero inversion number of $\Phi\left(I^{\prime}\right)$ comes from the value $i$ being found at position $j$, creating $j-i$ inversions. Finally, (6) and (7) imply that $\Phi(I)(k)=\Phi\left(I^{\prime}\right)(k)$ for any $k \notin\{i, j\}$ and that $\Phi\left(I^{\prime}\right)(i)=\Phi(I)(j)=i+1$ and $\Phi\left(I^{\prime}\right)(j)=\Phi(I)(i)=i$; this exactly means that $\Phi\left(I^{\prime}\right)=\Phi(I) \cdot(i j)$, which concludes our proof.

### 3.2 Jumping times

In this section we prove Theorem 1.3. The proof is divided into two parts: first we derive the distributional limit of a single jumping time, then we show that the full distribution is as claimed.

Proof of Theorem 1.3. Fix $k \in \mathbb{N}$. In the case of a monotone Mallows process $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$, since $\operatorname{Inv}\left(\mathcal{M}_{t}\right)$ is increasing, we have that

$$
\mathbb{P}\left(T_{k}>t\right)=\mathbb{P}\left(\operatorname{Inv}\left(\mathcal{M}_{t}\right) \leq k-1\right) .
$$

Using the definition of Mallows permutations, it follows that

$$
\mathbb{P}\left(T_{k}>t\right)=\frac{1}{\prod_{k=1}^{n}\left(\sum_{\ell=0}^{k-1} t^{\ell}\right)} \sum_{\ell=0}^{k-1}\left|\left\{\sigma \in \mathcal{S}_{n}: \operatorname{Inv}(\sigma)=\ell\right\}\right| t^{\ell}
$$

which means that

$$
\mathbb{P}\left(n T_{k}>t\right)=\frac{1}{\prod_{k=1}^{n}\left(\sum_{\ell=0}^{k-1}\left(\frac{t}{n}\right)^{\ell}\right)} \sum_{\ell=0}^{k-1} \frac{\left|\left\{\sigma \in \mathcal{S}_{n}: \operatorname{Inv}(\sigma)=\ell\right\}\right|_{n^{\ell}}^{\ell} . .}{n^{\ell}}
$$

For the denominator, note that, for $n>t$, we have

$$
\prod_{k=1}^{n}\left(\sum_{\ell=0}^{k-1}\left(\frac{t}{n}\right)^{\ell}\right)=\prod_{k=1}^{n}\left(\frac{1-\left(\frac{t}{n}\right)^{k}}{1-\frac{t}{n}}\right)=\left(1-\frac{t}{n}\right)^{-n} \prod_{k=1}^{n}\left(1-\left(\frac{t}{n}\right)^{k}\right)
$$

Now, as $n$ tends to infinity, the first term converges to $e^{t}$ :

$$
\left(1-\frac{t}{n}\right)^{-n} \longrightarrow e^{t}
$$

For the second term, we have

$$
\prod_{k=1}^{n}\left(1-\left(\frac{t}{n}\right)^{k}\right)=\exp \left(\sum_{k=1}^{n} \log \left(1-\left(\frac{t}{n}\right)^{k}\right)\right)
$$

Since $(t / n)^{k}$ is decreasing in $k$, we can apply a uniform bound over all the logarithmic terms and obtain

$$
\begin{equation*}
\prod_{k=1}^{n}\left(1-\left(\frac{t}{n}\right)^{k}\right)=\exp \left(O\left(\frac{1}{n}\right)\right)=1+o(1) \tag{8}
\end{equation*}
$$

This proves that

$$
\prod_{k=1}^{n}\left(\sum_{\ell=0}^{k-1}\left(\frac{t}{n}\right)^{\ell}\right) \longrightarrow e^{t}
$$

as $n$ tends to infinity.
Consider now $S_{n}^{\ell}=\left|\left\{\sigma \in \mathcal{S}_{n}: \operatorname{Inv}(\sigma)=\ell\right\}\right|$. Using the bijection $\Phi$ from Section 2, we have that

$$
S_{n}^{\ell}=\left|\left\{\left(I_{1}, \ldots, I_{n}\right) \in \mathcal{E}_{n}: I_{1}+\ldots+I_{n}=\ell\right\}\right| .
$$

By changing the condition that $0 \leq I_{j} \leq j-1$ in the definition of $\mathcal{E}_{n}$ to $I_{j} \geq 0$ for an upper bound and to $0 \leq I_{j} \leq \min (1, j-1)$ for a lower bound, we obtain

$$
S_{n}^{\ell} \geq \mid\left\{\left(I_{1}, \ldots, I_{n}\right): I_{1}+\ldots+I_{n}=\ell \text { and } 0 \leq I_{j} \leq \min (1, j-1)\right\} \left\lvert\,=\binom{n-1}{\ell}\right.
$$

and

$$
S_{n}^{\ell} \leq \mid\left\{\left(I_{1}, \ldots, I_{n}\right): I_{1}+\ldots+I_{n}=\ell \text { and } I_{j} \geq 0\right\} \left\lvert\,=\binom{n+\ell-1}{\ell}\right.
$$

It follows that, for any fixed $\ell$ and as $n$ goes to infinity, we have

$$
\frac{S_{n}^{\ell}}{n^{\ell}} \longrightarrow \frac{1}{\ell!}
$$

Since $k$ is fixed, this implies that

$$
\sum_{\ell=0}^{k-1} \frac{\left|\left\{\sigma \in \mathcal{S}_{n}: \operatorname{Inv}(\sigma)=\ell\right\}\right|}{n^{\ell}} t^{\ell} \longrightarrow \sum_{\ell=0}^{k-1} \frac{t^{\ell}}{\ell!}
$$

Combining the previous results, when $n$ tends to infinity, we have that

$$
\mathbb{P}\left(n T_{k}>t\right) \longrightarrow e^{-t} \sum_{\ell=0}^{k-1} \frac{t^{\ell}}{\ell!}=\int_{t}^{\infty} \frac{u^{k-1} e^{-u}}{(k-1)!} d u
$$

which proves that $n T_{k} \xrightarrow{d} \operatorname{GAMMA}(k, 1)$.
We now prove the second part of the theorem, stating that for any $k \in \mathbb{N}$, the first $k$ inter-jumping times of regular Mallows processes converge to a Poisson point process. Let $t \in[0, \infty)$ and $s>0$. Also, for any $\sigma \in \mathcal{S}_{n}$ let $I=\left(I_{j}\right)_{j \in[n]}=\Phi^{-1}(\sigma)$. Since the process $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is regular, it has independent inversions, which implies that

$$
\begin{align*}
& \mathbb{P}\left(\left.\mathcal{M}_{\frac{t+s}{n}}=\sigma \right\rvert\, \mathcal{M}_{\frac{t}{n}}=\sigma,\left(\mathcal{M}_{u}\right)_{0 \leq u<\frac{t}{n}}\right)  \tag{9}\\
& \quad=\mathbb{P}\left(\forall j \in[n], \left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)=I_{j} \right\rvert\, \forall j \in[n], \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j},\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{u}\right)\right)_{0 \leq u<\frac{t}{n}}\right) \\
& \quad=\prod_{j=1}^{n} \mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)=I_{j} \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j},\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{u}\right)\right)_{0 \leq u<\frac{t}{n}}\right) .
\end{align*}
$$

Note that, whatever the value of $I_{j} \geq 0$ is, we have that

$$
\begin{aligned}
& \mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)=I_{j} \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j},\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{u}\right)\right)_{0 \leq u<\frac{t}{n}}\right) \\
& \quad=1-\mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)>I_{j} \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j},\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{u}\right)\right)_{0 \leq u<\frac{t}{n}}\right)
\end{aligned}
$$

Moreover, by definition, we have

$$
\begin{aligned}
& \mathbb{E}\left[\mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)>I_{j} \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j},\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{u}\right)\right)_{0 \leq u<\frac{t}{n}}\right)\right] \\
& \quad=\mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)>I_{j} \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j}\right) \\
& \quad \leq \frac{\mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)>I_{j}\right)}{\mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j}\right)}
\end{aligned}
$$

and by the definition of $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$, it follows that

$$
\frac{\mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)>I_{j}\right)}{\mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j}\right)}=\frac{1-\frac{t}{n}}{\left(\frac{t}{n}\right)^{I_{j}}-\left(\frac{t}{n}\right)^{j}} \cdot \frac{\left(\frac{t+s}{n}\right)^{I_{j}+1}-\left(\frac{t+s}{n}\right)^{j}}{1-\frac{t+s}{n}} \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

The previous results imply that

$$
\begin{equation*}
\mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)=I_{j} \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j},\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{u}\right)\right)_{0 \leq u<\frac{t}{n}}\right) \longrightarrow 1 \tag{10}
\end{equation*}
$$

in probability, as $n$ goes to infinity. Now, recall that, by assumption, for any $j \in[n]$, the process $\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{t}\right)\right)_{t \in[0, \infty)}$ is increasing. This implies that, for $I_{j}=0$, we have

$$
\begin{align*}
& \mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)=0 \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=0,\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{u}\right)\right)_{0 \leq u<\frac{t}{n}}\right)  \tag{11}\\
& \quad=\mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)=0 \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=0\right) \\
& \quad=\frac{\mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)=0\right)}{\mathbb{P}\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=0\right)} \\
& \quad=\frac{1-\frac{t+s}{n}}{1-\left(\frac{t+s}{n}\right)^{j}} \cdot \frac{1-\left(\frac{t}{n}\right)^{j}}{1-\frac{t}{n}}
\end{align*}
$$

We will now combine (10) and (11) with (9) to obtain the convergence of the sequence of the first jumping times of $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$. Fix $k \geq 0$. For any $\sigma \in \mathcal{S}_{n}$ such that $\operatorname{Inv}(\sigma) \leq k$, by separating
according to whether $I_{j}=0$ or $I_{j}>0,(9)$ and (11) tell us that

$$
\begin{aligned}
& \mathbb{P}\left(\left.\mathcal{M}_{\frac{t+s}{n}}=\sigma \right\rvert\, \mathcal{M}_{\frac{t}{n}}=\sigma,\left(\mathcal{M}_{u}\right)_{0 \leq u<\frac{t}{n}}\right) \\
& =\prod_{j: I_{j}>0} \mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)=I_{j} \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j},\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{u}\right)\right)_{0 \leq u<\frac{t}{n}}\right) \\
& \quad \times \prod_{j: I_{j}=0} \frac{1-\frac{t+s}{n}}{1-\left(\frac{t+s}{n}\right)^{j}} \cdot \frac{1-\left(\frac{t}{n}\right)^{j}}{1-\frac{t}{n}} .
\end{aligned}
$$

Note that $\left|\left\{j: I_{j}>0\right\}\right| \leq \operatorname{Inv}(\sigma) \leq k$. Combining this fact with the result of (10) and the assumption that the different inversion numbers are independent processes, it follows that

$$
\prod_{j: I_{j}>0} \frac{\mathbb{P}\left(\left.\operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t+s}{n}}\right)=I_{j} \right\rvert\, \operatorname{Inv}_{j}\left(\mathcal{M}_{\frac{t}{n}}\right)=I_{j},\left(\operatorname{Inv}_{j}\left(\mathcal{M}_{u}\right)\right)_{0 \leq u<\frac{t}{n}}\right)}{\frac{1-\frac{t+s}{n}}{1-\left(\frac{t+s}{n}\right)^{j}} \cdot \frac{1-\left(\frac{t}{n}\right)^{j}}{1-\frac{t}{n}}}=1+o_{\mathbb{P}}(1)
$$

This means that the previous result is

$$
\mathbb{P}\left(\left.\mathcal{M}_{\frac{t+s}{n}}=\sigma \right\rvert\, \mathcal{M}_{\frac{t}{n}}=\sigma,\left(\mathcal{M}_{u}\right)_{u<\frac{t}{n}}\right)=\left(1+o_{\mathbb{P}}(1)\right) \prod_{j=1}^{n} \frac{1-\frac{t+s}{n}}{1-\left(\frac{t+s}{n}\right)^{j}} \cdot \frac{1-\left(\frac{t}{n}\right)^{j}}{1-\frac{t}{n}}
$$

as $n \rightarrow \infty$, where for any fixed $k \in \mathbb{N}$ the $o_{\mathbb{P}}(1)$ term is uniform over all permutations with $\operatorname{Inv}(\sigma) \leq k$. Using the convergence result stated in (8), we know that

$$
\prod_{j=1}^{n} \frac{1-\left(\frac{t}{n}\right)^{j}}{1-\left(\frac{t+s}{n}\right)^{j}} \longrightarrow 1
$$

from which it follows that, for any $k \in \mathbb{N}$, uniformly over permutations $\sigma$ with $\operatorname{Inv}(\sigma) \leq k$,

$$
\mathbb{P}\left(\left.\mathcal{M}_{\frac{t+s}{n}}=\sigma \right\rvert\, \mathcal{M}_{\frac{t}{n}}=\sigma,\left(\mathcal{M}_{u}\right)_{u<\frac{t}{n}}\right)=\left(1+o_{\mathbb{P}}(1)\right)\left(\frac{1-\frac{t+s}{n}}{1-\frac{t}{n}}\right)^{n}=\left(1+o_{\mathbb{P}}(1)\right) e^{-s}
$$

This exactly corresponds to saying that the first inter jumping times of the process are asymptotically distributed as independent Exponential(1) random variables, proving the desired result.

### 3.3 Properties of the uniform Mallows processes

In this section we consider the uniform Mallows process $\left(\mathcal{M}_{t}^{U}\right)_{t \in[0, \infty)}$ defined in Section 2.2.2. For the rest of this section, drop the superscript $U$ on $\mathcal{M}^{U}$ and write UMP instead of uniform Mallows process.

Recall from Definition 2.6 that the UMP is defined using a set of $n$ uniform random variables. This means that this process is generated from a well-controlled amount of randomness and it is naturally interesting to wonder when all the information can be retrieved from the evolution of the process.

Given an occurrence of the $\operatorname{UMP}\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ and a random time $T$, say that $U_{j}$ is retrievable with respect to $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ and $T$ if the random variable $U_{j}$ is measurable with respect to the $\sigma$-algebra $\sigma\left(T,\left(\mathcal{M}_{t}\right)_{t \in[0, T]}\right)$. Note that, once one of the component processes $\left(I_{j}(t)\right)_{t \in[0, \infty)}$ jumps, it is possible to deduce the value of $U_{j}$ that generated this process (except for $j=1$ since $I_{1}(t)=0$ for all $t$ ). This remark implies that $U_{2}, \ldots, U_{n}$ are retrievable with respect to $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ and $T_{\binom{n}{2}}=\inf \{t>0$ : $\left.\operatorname{Inv}\left(\mathcal{M}_{t}\right)=\binom{n}{2}\right\}$. We are now interested in answering the following two questions:

- What is the minimal time such that $U_{2}, \ldots, U_{n}$ are all retrievable?
- Given a deterministic time $t \in[0, \infty)$, how many of the variables $U_{2}, \ldots, U_{n}$ are retrievable?

We answer these two questions in the next two sections.

### 3.3.1 Time of full information

The following proposition describes the minimal full retrieval time of the UMP.
Proposition 3.1. Let $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ be the UMP. Then there exists an $\mathcal{M}_{t}$-stopping time $T_{U}$ such that $U_{2}, \ldots, U_{n}$ are retrievable with respect to $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ and $T_{U}$, and such that, for any $T$ such that $T<T_{U}$, not all $U_{2}, \ldots, U_{n}$ are retrievable with respect to $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ and $T$. Moreover, there exists a subset $A_{U} \subset \mathcal{S}_{n}$ such that

$$
T_{U}=\inf \left\{t \in[0, \infty): \mathcal{M}_{t} \in A_{U}\right\}
$$

Finally, we have that

$$
\lim _{t \rightarrow \infty} t \mathbb{P}\left(T_{U}>t\right)=1
$$

which implies that $\mathbb{E}\left[T_{U}\right]=\infty$.
Proof. By using that $U_{i}$ is retrievable if and only if $f_{i}\left(t ; U_{i}\right) \geq 1$, the definition of $A_{U}$ simply corresponds to

$$
\begin{aligned}
A_{U} & =\left\{\sigma: \Phi^{-1}(\sigma)_{j} \geq 1, \forall 2 \leq j \leq n\right\} \\
& =\Phi\left(\left\{I=\left(I_{1}, \ldots, I_{n}\right) \in \mathcal{E}_{n}: I_{j} \geq 1, \forall 2 \leq j \leq n\right\}\right)
\end{aligned}
$$

This proves the first two statements of the proposition.
For the third and last statement, by the definition of $A_{U}$ we have

$$
\begin{aligned}
\mathbb{P}\left(T_{U}<t\right) & =\mathbb{P}\left(f_{j}\left(t ; U_{j}\right) \geq 1, \forall 2 \leq j \leq n\right) \\
& =\prod_{j=2}^{n}\left(1-\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}}\right)
\end{aligned}
$$

It follows that, as $t$ tends to infinity (with $n$ being fixed), we have

$$
\mathbb{P}\left(T_{U}<t\right)=\prod_{j=2}^{n}\left(1-(1+o(1)) \frac{1}{t^{j-1}}\right)=1-\frac{1}{t}+o\left(\frac{1}{t}\right)
$$

This proves that $t \mathbb{P}\left(T_{U}>t\right)=1+o(1)$ and concludes the proof of this proposition.

### 3.3.2 Amount of information

In the previous section, we consider when does the UMP become completely deterministic and we show that there exists a specific time at which we have all the information on this process. However, we also prove that the expected time to have all the information on this process is infinite. In this section, we consider the converse approach and ask what amount of information we have access to by a given time.

Fix $t \in(0, \infty)$ and let $\mathcal{I}_{t}$ be the amount of information of the UMP at time $t$ defined by

$$
\left.\mathcal{I}_{t}=\frac{1}{n} \times \mid\left\{j \in[n]: U_{j} \text { is retrievable with respect to }\left(\mathcal{M}_{s}\right)_{s \in[0, \infty)} \text { and } t\right\} \right\rvert\,
$$

The fraction $\frac{1}{n}$ is used here so that $\mathcal{I}_{t} \in[0,1]$. The following proposition characterizes the behaviour of $\mathcal{I}_{t}$ for different regimes and, in particular, allows us to see a strong change of behaviour at $t=1$.

Theorem 3.2. For any fixed $t \in[0, \infty)$, as $n$ tends to infinity, we have

$$
\mathcal{I}_{t} \longrightarrow t \wedge 1
$$

almost surely. Moreover, its fluctuations around its asymptotic value are given by the following formulas. For $t \in[0,1)$, we have that

$$
\left(\sqrt{n}\left(\mathcal{I}_{t}-t\right)\right)_{t \in[0,1)} \xrightarrow{d}\left(W_{t}\right)_{t \in[0,1)},
$$

where $\left(W_{t}\right)_{t \in[0,1)}$ is the restriction to $[0,1)$ of a standard Brownian bridge and the convergence is with respect to the topology of uniform convergence on $\mathcal{C}([0,1))$. For $t=1$, the following central limit theorem holds

$$
\frac{n}{\sqrt{\log n}}\left(\mathcal{I}_{1}-1+\frac{\log n}{n}\right) \xrightarrow{d} \operatorname{NORMAL}(0,1) .
$$

Finally, for $t>1$, then

$$
\left(n\left(1-\mathcal{I}_{t}\right)\right)_{t>1} \xrightarrow{d}\left(X_{t}\right)_{t>1},
$$

where $\left(X_{t}\right)_{t>1}$ is a decreasing process with moment generating function

$$
\mathbb{E}\left[u^{X_{t}}\right]=\prod_{k=1}^{\infty}\left(1+(u-1) \frac{t-1}{t^{k}-1}\right)
$$

Proof. All the results of this proposition will strongly depend on the decomposition

$$
\mathcal{I}_{t}=\frac{1}{n} \sum_{j=1}^{n} X_{j}(t)
$$

where $X_{j}(t)$ is the indicator that $U_{j}$ is retrievable from $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ and $t$. Note that the different random variables $\left(X_{j}(t)\right)_{j \in[n]}$ are independent Bernoulli random variables with

$$
\begin{equation*}
\mathbb{P}\left(X_{j}(t)=0\right)=1-\mathbb{P}\left(X_{j}(t)=1\right)=\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}} \tag{12}
\end{equation*}
$$

For any $t \in[0, \infty)$, since $\left(X_{j}(t)\right)_{j \in[n]}$ are all bounded by 1 , the strong law of large numbers applies [16] and yields that $\mathcal{I}_{t}$ almost surely converges to its asymptotic expected value. Furthermore, we have that

$$
\mathbb{E}\left[\mathcal{I}_{t}\right]=\frac{1}{n} \sum_{j=1}^{n} \mathbb{E}\left[X_{j}(t)\right]=\frac{1}{n} \sum_{j=1}^{n}\left[1-\frac{1}{\sum_{\ell=0}^{j-1} t^{\ell}}\right]
$$

For $t=1$, this gives us that

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{I}_{1}\right]=1-\frac{1}{n} \sum_{j=1}^{n} \frac{1}{j}=1-\frac{\log n}{n}+O\left(\frac{1}{n}\right)=1-o(1), \tag{13}
\end{equation*}
$$

Moreover, since $\left(\mathcal{I}_{t}\right)_{t \in[0, \infty)}$ is increasing in $t$ and takes values in $[0,1]$, it follows that $\mathbb{E}\left[\mathcal{I}_{t}\right]=1-o(1)$ for $t>1$. Finally, for $t<1$, we have

$$
\mathbb{E}\left[\mathcal{I}_{t}\right]=\frac{1}{n} \sum_{j=1}^{n}\left[1-\frac{1-t}{1-t^{j}}\right]=\frac{1}{n}\left[n t-\sum_{j=1}^{n} \frac{t^{j}(1-t)}{1-t^{j}}\right]=t+O\left(\frac{1}{n}\right)=t+o(1)
$$

together, these facts establish the first statement of the proposition.
For the second statement, we show that, for any $s<1,\left(\sqrt{n}\left(\mathcal{I}_{t}-t\right)\right)_{t \in[0, s]}$ converges in distribution to the restriction to $[0, s]$ of a Brownian bridge. Fix $s \in(0,1)$. First of all, using that $t \mapsto X_{j}(t)$ is increasing, along with (12), it follows that

$$
\left(X_{j}(t)\right)_{t \in[0, s]} \stackrel{d}{=}\left(\min \left\{1,\left\lfloor U \frac{1-t^{j}}{1-t}\right\rfloor\right\}\right)_{t \in[0, s]}
$$

where $U$ is a $\operatorname{Uniform}([0,1])$ random variable. Since the variables $\left(X_{j}(t)\right)_{t \in[0, s]}$ are independent over $j \in[n]$, fixing a set of $n$ independent $\operatorname{Uniform}([0,1])$ random variables $\left(\tilde{U}_{1}, \ldots, \tilde{U}_{n}\right)$, we then have

$$
\begin{equation*}
\left(\mathcal{I}_{t}\right)_{t \in[0, s]} \stackrel{d}{=}\left(\tilde{\mathcal{I}}_{t}\right)_{t \in[0, s]}:=\left(\frac{1}{n} \sum_{j=1}^{n} \min \left\{1,\left\lfloor\tilde{U}_{j} \frac{1-t^{j}}{1-t}\right\rfloor\right\}\right)_{t \in[0, s]} \tag{14}
\end{equation*}
$$

The relation between $\left(U_{1}, \ldots, U_{n}\right)$ in the definition of the UMP and $\left(\tilde{U}_{1}, \ldots, \tilde{U}_{n}\right)$ here does not need to be specified; however it is worth noting that they are not the same variables. Consider now the process

$$
\begin{equation*}
\left(\tilde{\mathcal{J}}_{t}\right)_{t \in[0, s]}:=\left(\frac{1}{n} \sum_{j=1}^{n} \min \left\{1,\left\lfloor\tilde{U}_{j} \frac{1}{1-t}\right\rfloor\right\}\right)_{t \in[0, s]} \tag{15}
\end{equation*}
$$

and note that, since $t \leq s<1$, we have

$$
\min \left\{1,\left\lfloor\tilde{U}_{j} \frac{1}{1-t}\right\rfloor\right\}=\mathbb{1}_{1-\tilde{U}_{j} \leq t}
$$

This means that $\left(\tilde{\mathcal{J}}_{t}\right)_{t \in[0, s]}$ is the empirical distribution function of $\left(1-\tilde{U}_{1}, \ldots, 1-\tilde{U}_{n}\right)$ restricted to $[0, s]$, and from [2, Corollary 20.14], we know that $\left(\sqrt{n}\left(\tilde{\mathcal{J}}_{t}-t\right)\right)_{t \in[0, s]}$ converges to the restriction to $[0, s]$ of a standard Brownian bridge (in fact the convergence occurs on $[0,1]$, but we are only interested in its behaviour on $[0, s])$. Hence, it only remains to relate $\tilde{\mathcal{I}}$ and $\tilde{\mathcal{J}}$.

Using that $\frac{1-t^{j}}{1-t} \leq \frac{1}{1-t}$, we have

$$
\begin{aligned}
& \min \left\{1,\left\lfloor\tilde{U}_{j} \frac{1-t^{j}}{1-t}\right\rfloor\right\} \neq \min \left\{1,\left\lfloor\tilde{U}_{j} \frac{1}{1-t}\right\rfloor\right\} \\
\Longleftrightarrow & \min \left\{1,\left\lfloor\left.\tilde{U}_{j} \frac{1-t^{j}}{1-t} \right\rvert\,\right\}=0 \text { and } \min \left\{1,\left\lfloor\tilde{U}_{j} \frac{1}{1-t}\right\rfloor\right\}=1\right. \\
\Longleftrightarrow & \tilde{U}_{j} \frac{1-t^{j}}{1-t}<1 \text { and } \tilde{U}_{j} \frac{1}{1-t} \geq 1 \\
\Longleftrightarrow & \tilde{U}_{j} \in\left[1-t, \frac{1-t}{1-t^{j}}\right)
\end{aligned}
$$

Now, let $\left(N_{t}\right)_{t \in[0, s]}$ be the random process defined by

$$
\begin{aligned}
N_{t} & :
\end{aligned}=\left|\left\{j \in[n]: \min \left\{1,\left\lfloor\tilde{U}_{j} \frac{1-t^{j}}{1-t}\right\rfloor\right\} \neq \min \left\{1,\left\lfloor\tilde{U}_{j} \frac{1}{1-t}\right\rfloor\right\}\right\}\right|
$$

and let $N:=\max _{t \in[0, s]} N_{t}$. The definition of $N_{t}$ along with the definition of $\left(\tilde{\mathcal{I}}_{t}\right)_{t \in[0, s]}$ and $\left(\tilde{\mathcal{J}}_{t}\right)_{t \in[0, s]}$ in (14) and (15) immediately imply that

$$
\begin{equation*}
\left|\tilde{\mathcal{I}}_{t}-\tilde{\mathcal{J}}_{t}\right| \leq \frac{N_{t}}{n} \tag{16}
\end{equation*}
$$

which also means that $N$ is a uniform bound over the difference between the two processes $\left(\tilde{\mathcal{I}}_{t}\right)_{t \in[0, s]}$ and $\left(\tilde{\mathcal{J}}_{t}\right)_{t \in[0, s]}$. We now focus on providing an upper tail bound on $N$.

Before providing the upper tail bound on $N$, we claim that

$$
\begin{equation*}
N=\max _{i \in[n]: 1-\tilde{U}_{i} \leq s}\left\{N_{1-\tilde{U}_{i}}\right\} \tag{17}
\end{equation*}
$$

To see this, fix $t \in[0, s]$ and let $\delta>0$ be such that $[1-(t+\delta), 1-t) \cap\left\{\tilde{U}_{1}, \ldots, \tilde{U}_{n}\right\}=\emptyset$. Since the map $u \mapsto(1-u) /\left(1-u^{j}\right)$ is decreasing for any $j \in[n]$, if $\tilde{U}_{j} \in\left[1-(t+\delta),(1-(t+\delta)) /\left(1-(t+\delta)^{j}\right)\right)$, then $\tilde{U}_{j} \in\left[1-t,(1-t) /\left(1-t^{j}\right)\right]$. Thus

$$
\left\{j \in[n]: \tilde{U}_{j} \in\left[1-(t+\delta), \frac{1-(t+\delta)}{1-(t+\delta)^{j}}\right)\right\} \subseteq\left\{j \in[n]: \tilde{U}_{j} \in\left[1-t, \frac{1-t}{1-t^{j}}\right)\right\}
$$

and so $N_{t+\delta} \leq N_{t}$. Since $t \in[0, s]$ was arbitrary, this proves that $t \mapsto N_{t}$ only has increments at times $\left\{1-\tilde{U}_{1}, \ldots, 1-\tilde{U}_{n}\right\}$, establishing (17).

Thanks to (17) and the definition of $N_{t}$, we now have

$$
N=\max _{i \in[n]: 1-\tilde{U}_{i} \leq s}\left|\left\{j \in[n]: \tilde{U}_{j} \in\left[\tilde{U}_{i}, \frac{\tilde{U}_{i}}{1-\left(1-\tilde{U}_{i}\right)^{j}}\right)\right\}\right|
$$

Using that

$$
\frac{1-t}{1-t^{j}}=1-t+\frac{t^{j}(1-t)}{1-t^{j}} \leq 1-t+s^{j}
$$

for any $t \leq s<1$, it follows that

$$
\frac{\tilde{U}_{i}}{1-\left(1-\tilde{U}_{i}\right)^{j}} \leq \tilde{U}_{i}+s^{j}
$$

for any $1-\tilde{U}_{i} \leq s$, and then

$$
N \leq \max _{i \in[n]: 1-\tilde{U}_{i} \leq s}\left|\left\{j \in[n]: \tilde{U}_{j} \in\left[\tilde{U}_{i}, \tilde{U}_{i}+s^{j}\right)\right\}\right| \leq \max _{i \in[n]}\left|\left\{j \in[n]: \tilde{U}_{j} \in\left[\tilde{U}_{i}, \tilde{U}_{i}+s^{j}\right)\right\}\right|
$$

Fix now $k \in \mathbb{N}$ and use the previous bound to see that

$$
\begin{align*}
\mathbb{P}(N \geq k) & \leq \sum_{i=1}^{n} \mathbb{P}\left(\sum_{j \in[n]: j \neq i} \mathbb{1}_{\left\{\tilde{U}_{j} \in\left[U_{i}, U_{i}+s^{j}\right)\right\}} \geq k-1\right)  \tag{18}\\
& =\sum_{i=1}^{n} \mathbb{P}\left(\sum_{j \in[n]: j \neq i} \mathbb{1}_{\left\{\tilde{U}_{j}<s^{j}\right\}} \geq k-1\right),
\end{align*}
$$

where the second inequality uses that the variables $\left(\tilde{U}_{j}\right)_{j \in[n]}$ are independent $\operatorname{Uniform}([0,1])$. Moreover, for any $i \in[n]$, by Markov's inequality we have

$$
\begin{align*}
\mathbb{P}\left(\sum_{j \in[n]: j \neq i} \mathbb{1}_{\left\{\tilde{U}_{j}<s^{j}\right\}} \geq k-1\right) & =\mathbb{P}\left(\exp \left(\sum_{j \in[n]: j \neq i} \mathbb{1}_{\left\{\tilde{U}_{j}<s^{j}\right\}}\right) \geq e^{k-1}\right)  \tag{19}\\
& \leq e^{-k+1} \mathbb{E}\left[\exp \left(\sum_{j \in[n]: j \neq i} \mathbb{1}_{\left\{\tilde{U}_{j}<s^{j}\right\}}\right)\right] \\
& =e^{-k+1} \prod_{j \in[n]: j \neq i}\left(1+(e-1) s^{j}\right) \\
& \leq \exp \left(-k+1+(e-1) \frac{1}{1-s}\right)
\end{align*}
$$

where the last inequality follows from convexity of the exponential and by taking the product over all $j \geq 0$ rather than over $j \in[n] \backslash\{i\}$. Combining (18) and (19), we obtain

$$
\begin{equation*}
\mathbb{P}(N \geq k) \leq \exp \left(\log n-k+\left[1+(e-1) \frac{1}{1-s}\right]\right) \tag{20}
\end{equation*}
$$

which we now use to conclude the convergence of $\left(\sqrt{n}\left(\mathcal{I}_{t}-t\right)\right)_{t \in[0, s]}$ to the Brownian bridge.
Using the definition of $\tilde{\mathcal{I}}$ and $\tilde{\mathcal{J}}$ from (14) and (15) along with (16), we have that

$$
\sup _{t \in[0, s]}\left|\tilde{\mathcal{I}}_{s}-\tilde{\mathcal{J}}_{t}\right|=\frac{1}{n} N
$$

from which (20) tells us that

$$
\mathbb{P}\left(\sup _{t \in[0, s]}\left|\tilde{\mathcal{I}}_{t}-\tilde{\mathcal{J}}_{t}\right| \geq \frac{2 \log n}{n}\right) \leq \frac{C_{s}}{n},
$$

where $C_{s}=\exp (1+(e-1) /(1-s))$. Moreover, we already showed that $\left(\sqrt{n}\left(\tilde{\mathcal{J}}_{t}-t\right)\right)_{t \in[0, s]}$ converges to the restriction to $[0, s]$ of a standard Brownian bridge. The desired convergence now simply follows since $\left(\mathcal{I}_{t}\right)_{t \in[0, s]} \stackrel{d}{=}\left(\tilde{\mathcal{I}}_{t}\right)_{t \in[0, s]}$.

Consider now the case $t=1$. We already showed that $\mathbb{E}\left[\mathcal{I}_{1}\right]=1-\log n / n+O(1 / n)$. Moreover, we have

$$
\operatorname{Var}\left[\mathcal{I}_{1}\right]=\frac{1}{n^{2}} \operatorname{Var}\left[\sum_{j=1}^{n} X_{j}(1)\right]=\frac{1}{n^{2}} \sum_{j=1}^{n} \operatorname{Var}\left[X_{j}(1)\right]
$$

and using that $X_{j}(1)$ is a $\operatorname{Bernoulli}((j-1) / j)$, it follows that

$$
\operatorname{Var}\left[\mathcal{I}_{1}\right]=\frac{1}{n^{2}} \sum_{j=1}^{n} \frac{j-1}{j^{2}}=(1+o(1)) \frac{\log n}{n^{2}}
$$

Since $X_{j}(t) \leq 1$, the conditions of the Lindeberg-Feller theorem [14, Theorem 3.4.10] are met, and it follows that

$$
\frac{\mathcal{I}_{1}-\mathbb{E}\left[\mathcal{I}_{1}\right]}{\sqrt{\operatorname{Var}\left(\mathcal{I}_{1}\right)}} \xrightarrow{d} \operatorname{NormAL}(0,1) .
$$

This convergence combined with the previous asymptotic approximation of $\operatorname{Var}\left[\mathcal{I}_{1}\right]$ and (13) exactly corresponds to the desired result.

For the last assertion of the proposition, using once again the distribution of $X_{j}(t)$, for $t>1$ we have that

$$
\begin{aligned}
\mathbb{E}\left[e^{i u n\left(1-\mathcal{I}_{t}\right)}\right] & =e^{i u n} \prod_{j=1}^{n}\left[1+\left(e^{-i u}-1\right)\left(1-\frac{t-1}{t^{j}-1}\right)\right] \\
& =\prod_{j=1}^{n}\left[e^{i u}+\left(1-e^{i u}\right)\left(1-\frac{t-1}{t^{j}-1}\right)\right] \\
& =\prod_{j=1}^{n}\left[1+\left(e^{i u}-1\right) \frac{t-1}{t^{j}-1}\right]
\end{aligned}
$$

and the final product converges to the desired function as $n$ goes to infinity. To conclude this proof, simply note that $\left(\mathcal{I}_{t}\right)_{t>1}$ is increasing to see that $\left(X_{t}\right)_{t>1}$ is decreasing, corresponding to the last statement of the proposition.

## 4 Conclusion and open questions

This work introduces Mallows processes and describes two natural ways to generate regular Mallows processes. However, many properties of these processes remain to be proven; we now state some possible directions for future work on Mallows processes and their properties.

### 4.1 Graph structure

Theorem 1.2 states that $\mathcal{T}^{a} \subseteq\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle \subseteq \mathcal{T}$ for any smooth Mallows process $\mathcal{M}$, and that $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle=\mathcal{T}$ whenever $\mathcal{M}$ is regular. The proof of the second statement strongly relies on the independent inversion property of $\mathcal{M}$ when it is regular, and we do not necessarily expect to have $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle=\mathcal{T}$ if we drop this assumption.

Conjecture 1. For any $n \geq 3$, there exists a smooth Mallows process $\mathcal{M}=\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ such that

$$
\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle \subsetneq \mathcal{T} .
$$

Furthermore, when $n=3$ (the first non-trivial case), it is not hard to see that it is even possible to define $\mathcal{M}$ so that $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle=\mathcal{T}^{a}$. Whether this result can be generalized to any $n \geq 3$ or not is unclear, leading to the following question.

Question 2. What is the value $N \in \mathbb{N} \cup\{\infty\}$ such that, for any $n<N$, there exists a smooth Mallows process $\mathcal{M}=\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ taking values in $\mathcal{S}_{n}$ with

$$
\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle=\mathcal{T}^{a}
$$

and for any $n \geq N$, any smooth Mallows process $\mathcal{M}=\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ taking values in $\mathcal{S}_{n}$ has the property that

$$
\mathcal{T}^{a} \subsetneq\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle .
$$

Note that, in this question, we allow for $N=\infty$, which would mean that for any $n$, there exists a smooth Mallows process $\mathcal{M}$ with $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle=\mathcal{T}^{a}$. The fact that such $N$ exists can be verified as follows. Fix $n \in \mathbb{N}$ and consider a smooth Mallows process $\mathcal{M}=\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ taking values in $\mathcal{S}_{n}$ such that $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle=\mathcal{T}^{a}$. Then define a Mallows process $\tilde{\mathcal{M}}=\left(\tilde{\mathcal{M}}_{t}\right)_{t \in[0, \infty)}$ taking values in $\mathcal{S}_{n-1}$ by

$$
\tilde{\mathcal{M}}_{t}(i)= \begin{cases}\mathcal{M}_{t}(i) & \text { if } i<\mathcal{M}_{t}^{-1}(n) \\ \mathcal{M}_{t}(i+1) & \text { if } \mathcal{M}_{t}^{-1}(n) \leq i<n-1\end{cases}
$$

In other words, if $\mathcal{M}_{t}=\left(s_{1}, \ldots, s_{j-1}, n, s_{j+1}, \ldots, s_{n}\right)$, then $\tilde{\mathcal{M}}_{t}=\left(s_{1}, \ldots, s_{j-1}, s_{j+1}, \ldots, s_{n}\right)$, which simply corresponds to removing the value $n$ in the permutation $\mathcal{M}_{t}$. It is then easy to verify that $\left(\tilde{\mathcal{M}}_{t}\right)_{t \in[0, \infty)}$ is a smooth Mallows process with $\left\langle\mathcal{G}_{\tilde{\mathcal{M}}}\right\rangle=\mathcal{T}^{a}$.

### 4.2 Markov processes and Markov chains

The birth Mallows process is the unique regular Mallows process that is also a Markov process. A natural question regarding this process is whether its corresponding jumping process $\left(\tilde{\mathcal{M}}_{k}\right)_{0 \leq k \leq\binom{ n}{2}}=$ $\left(\mathcal{M}_{T_{k}}\right)_{\left.0 \leq k \leq \begin{array}{c}n \\ 2\end{array}\right)}$ is a Markov chain. Since the times of jump of the birth Mallows process give strong indications regarding the likelihood of follow-up jumps, we do not expect this jumping process to have the Markov property. Computations for small values of $n$ seem to confirm our conjecture but we do not have a formal proof.

Conjecture 3. For any $n \geq 4$, the jumping process of the birth Mallows process is not a Markov chain.

Assuming this conjecture holds, by the uniqueness of the birth Mallows process, it is impossible to have a regular Mallows process which is a Markov process and whose jumping process is a Markov chain. However, the existence of Mallows processes that are Markov processes and whose jumping processes are Markov chains remains open if we drop some assumptions. For example, computations on small values of $n$ seem to show that there exist smooth (but not regular) Mallows processes with this property. Moreover, computations led us to believe that such processes could be chosen with interesting graph structure.

Conjecture 4. For any $n \geq 4$, there exist smooth Mallows processes $\mathcal{M}=\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ such that $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ is a Markov process and such that $\left(\tilde{\mathcal{M}}_{k}\right)_{0 \leq k \leq\binom{ n}{2}}$ is a Markov chain. Moreover, any such process has the property that

$$
\mathcal{T}^{a} \subsetneq\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle \subseteq \mathcal{T}
$$

Finally, there exist such processes with the property that $\left\langle\mathcal{G}_{\mathcal{M}}\right\rangle \subsetneq \mathcal{T}$.

### 4.3 Another Gaussian process

In Section 2.2.2, we studied properties of the uniform Mallows process and showed in Theorem 3.2 that there was an embedded, asymptotically Gaussian process related to the amount of information of this process (more precisely a Brownian bridge).

In parallel, the birth Mallows process also appears to have a natural associated asymptotically Gaussian process, obtained by an appropriate normalization of the number of jumps. More precisely, let the number of jumps of $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ be the process $\left(J_{t}\right)_{t \in[0, \infty)}$ defined by $J_{t}=\left|\left\{k \leq\binom{ n}{2}: T_{k} \leq t\right\}\right|$. Then, by applying the Lindeberg-Feller theorem [14, Theorem 3.4.10], it is straightforward to prove the following fact.

Fact 4.1. As $n$ goes to infinity, for any $t \in[0,1)$, we have that

$$
\frac{1}{\sqrt{n}}\left[(1-t) J_{t}-n t\right] \xrightarrow{d} \operatorname{NORMAL}(0, t) .
$$

This suggests that $\left(\left[(1-t) J_{t}-n t\right] / \sqrt{n}\right)_{t \in[0,1)}$ converges to some Gaussian process. Proving that this process indeed converges, and characterizing its distribution remains open.

Conjecture 5. As n goes to infinity we have that

$$
\left(\frac{1}{\sqrt{n}}\left[(1-t) J_{t}-n t\right]\right)_{t \in[0,1)} \xrightarrow{d}\left(G_{t}\right)_{t \in[0,1)}
$$

where $\left(G_{t}\right)_{t \in[0,1)}$ is a centred Gaussian and Markovian process.

### 4.4 Relation to random sorting networks

From the results of Theorem 1.2, we know that any smooth Mallows process $\mathcal{M}=\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$ transitions using transpositions. This means that for any $\left(\mathcal{M}_{t}\right)_{t \in[0, \infty)}$, there exists $\tau_{1}, \ldots, \tau_{N} \in \mathcal{T}$ where $N=\binom{n}{2}$ such that $\mathcal{M}_{T_{k}}=\tau_{1} \cdot \ldots \cdot \tau_{k}$, which implies that $\tau_{1} \cdot \ldots \cdot \tau_{N}=(n, n-1, \ldots, 1)$. This naturally suggests an investigation of the relation between Mallows processes and sorting networks.

Sorting networks are sequences $\tau_{1}, \ldots, \tau_{N} \in \mathcal{T}^{a}$ such that $\tau_{1} \cdot \ldots \cdot \tau_{N}=(n, n-1, \ldots, 1)$. They were first considered by Stanley [32], who managed to give an exact formula for the number of such sorting networks of size $n$. Since then, further work on proving this formula through diverse methods was developed [15, 26], and these works recently led several authors $[3,5,11,12]$ to study properties of uniformly sampled random sorting networks. In these works, various results of random sorting networks are proven, such as the asymptotic distribution of $\tau_{1}$, a convergence for the scaled swap
process, and properties of the trajectories $\left(\tau_{1} \cdot \ldots \cdot \tau_{k}(i)\right)_{0 \leq k \leq N}$ as $k$ varies from 0 to $N$ and for a fixed $i \in[n]$. Mallows processes do not directly correspond to sorting networks, since they might use transpositions in $\mathcal{T} \backslash \mathcal{T}^{a}$, but many of the properties of the sorting networks that have previously been studied have natural analogues for Mallows processes and it would be natural to investigate these in more detail.
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