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## Binary search trees

Binary search trees are labelled binary tree such that the label of each node is larger than the labels of each node of its left subtree and smaller than the labels of each node of its right subtree. In particular, given a sequence of numbers, there exists a unique binary search tree obtained by inserting the values one after the other.

The binary search tree of the sequence $(2,5,3,1,6,4)$ is provided on the right as an example.


Mallows permutations ( $n=1000$ )


## Models of binary search trees

Consider the following random models of binary search trees.

- $T_{n}$ for a random binary search tree (uniform permutation).
- $T_{n, q}^{M}$ for a Mallows tree with parameters $n$ and $q$.
- $T_{n, \theta}^{R}$ for a record-biased tree with parameters $n$ and $\theta$.

record-biased permutations ( $n=1000$ )
where $\operatorname{Inv}(\sigma)=|\{i<j: \sigma(i)>\sigma(j)\}|$ is the number of inversions of $\sigma$ and $Z_{n, q}$ is a normalizing constant.
Definition (Mallows permutation)
For any $n \in \mathbb{N}$ and $q \in[0, \infty)$, the Mallows distribution is defined by

$$
\pi_{n, q}(\sigma)=\frac{q^{\operatorname{Inv}(\sigma)}}{Z_{n, q}}
$$

$$
\theta=5 \quad \theta=50 \quad \theta=200
$$

## Random models of permutations

Definition (Record-biased permutation) For any $n \in \mathbb{N}$ and $\theta \in[0, \infty)$, the recordbiased distribution is defined by

$$
w_{n, \theta}(\sigma)=\frac{\theta^{\operatorname{Rec}(\sigma)}}{W_{n, q}}
$$

where $\operatorname{Rec}(\sigma)=\mid\{i: \forall j<i, \sigma(i)>$ $\sigma(j)\} \mid$ is the number of records of $\sigma$ and $W_{n, q}$ is a normalizing constant. $\qquad$

## Results

We aimed at extending the following result on the asymptotic height of random binary search trees.

Theorem (Devroye, 1986)
Let $c^{*} \simeq 4.311 \ldots$ be the unique solution to $c \log (2 e / c)=1$ with $c \geq 2$. Then

$$
\frac{h\left(T_{n}\right)}{c^{*} \log n} \longrightarrow 1
$$

where the convergence occurs in probability and $L_{p}$ for all $p>0$.

We proved similar results to the case of Mallows trees and record-biased trees, thus extending this theorem.

In the case of Mallows trees, by mirroring $T_{n, q}^{M}$ we obtain a tree distributed as $T_{n, 1 / q}^{M}$, so $h\left(T_{n, q}^{M}\right)$ is distributed as $h\left(T_{n, 1 / q}^{M}\right)$ and we reduce $q$ to $[0,1]$ instead of $[0, \infty)$.

Theorem (Addario-Berry \& 亩, 2021)
For any $\left(q_{n}\right)_{n \geq 1}$ in $[0,1]$, we have

$$
\frac{h\left(T_{n, q_{n}}^{M}\right)}{n\left(1-q_{n}\right)+c^{*} \log n} \longrightarrow 1
$$

where the convergence occurs in probability and $L_{p}$ for all $p>0$.

## Theorem ( $\boldsymbol{\Pi}$, 2023)

For any $\left(\theta_{n}\right)_{n \geq 1}$ in $[0, \infty)$, we have

$$
\frac{h\left(T_{n, \theta_{n}}^{R}\right)}{\max \left\{c^{*} \log n, \theta_{n} \log \left(1+n / \theta_{n}\right)\right\}} \longrightarrow 1
$$

where the convergence occurs in probability and $L_{p}$ for all $p>0$.

In the case of Mallows trees, we also further prove second order behaviour in the case where $n\left(1-q_{n}\right) / \log n \rightarrow \infty$.


## Upcoming work

We are currently applying these results to sets of points obtained from a permuton. These results would once again extend the case of random binary search trees and cover some cases of Mallows trees and record-biased trees.
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